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Introduction 

The combustion, oxidation and pyrolysis chemistry of even simple light hydrocarbons can be 
extremely complex, involving hundreds or thousands of kinetically significant species. Even 
relatively minor species can play an important role in the formation of undesirable emissions and 
byproducts. Recently, a number of researchers [I-81 have recognized that the most reasonable 
way to deal with this complexity is to use a computer not only to numerically solve the kinetic 
model, but also to construct the model in the first place. We are developing the methods needed 
to make this feasible, particularly focusing on the need for reliable computer estimates of the 
pressure-dependent rate constants, rate constants of the reactions with large stereoelectronic 
effects, and methods for handling situations where the reaction conditions change significantly 
with time or with spatial position. 

We previously devised [8] the first general algorithm for constructing kinetic models appropriate 
to particular reaction conditions, by numerically testing whether particular species are significant 
under those conditions. This algorithm can very rapidly and reliably construct rather complex 
kinetic schemes, testing hundreds of thousands for reactions to find the smaller set which is 
actually important. It is much less prone to inadvertently omitting an important reaction than 
other model construction techniques. It has the advantage of clarifying the relationship between 
the reaction conditions and the kinetic model required. Unfortunately, the existing algorithm is 
explicitly designed for perfectly mixed, isothermal, isobaric simulations. Relaxing these 
restrictions raises a number of issues. 

Results and Discussion: 

A priory rates for combustion reactions 
The key issue in constructing any kinetic model, of course, is how to reliably estimate the rate 
constants required. Many of the important rates for light alkane combustion are known 
experimentally, though usually over a restricted range of temperatures and pressures (e.g. at 
room temperature, atmospheric or sub-atmospheric pressure). The highly non-linear combustion 
process typically involves hundreds of kinetically significant reactive intermediates and even 
more reactions; it seems unlikely that all the rate constants needed to describe these systems will 
ever be measured experimentally. What is needed are reliable methods for estimating these 
reaction rates apriory. 

Although transition state theory (TST) was proposed more than 60 years ago, and the debate 
about its microcanonical quantum version known as RRKM has sparked a tremendous amount of 
effort since the 1960’s. this theory was still controversial into the 1990’s. It was only over the 
last decade that conclusive experiments and the elucidation of the connection between TST and 
quantum scattering decisively established that TSTRRKM is the correct way to calculate most 
reaction rates. [9-1 I]  Recent advances in computer power and quantum chemistry algorithms 
have now made it possible to calculate single points on molecular potential energy surfaces 
(PES’S) with something close to “chemical accuracy” of 1-2 kcal/mol. In addition, current DFT 
technology allows one to calculate rather extensive portions of the PES for even fairly large 
molecules, albeit with somewhat lower accuracy. [ 12,131 Several research groups have combined 
modern quantum chemistry and TST techniques to make a p r i o a  rate predictions; recent results 
look very promising. [9,14,15] We have found that in many cases the largest error in ab inifio 
rate estimates comes from errors in the calculated barrier height, so one should use high levels of 
theory for calculating it, but apparently lower levels of theory suffice for estimating the entropic 
Arrhenius “A” factor (which may be T-dependent).This allows rather accurate rate extrapolations 
to different temperatures. With some care, complexities such as  tunneling, isotope effects, and 
the large amplitude motions in floppy transition states (TS’s) can be modeled accurately a 
priory. [9,14]. 

Typically rate estimates are made for whole reaction families rather than for individual reactions, 
an extremely important simplification. The idea is that reaction rates are determined by the 
functional groups directly involved; the rest of the molecule is more or less a spectator. For 
example, one would expect that the reactivity of octyl amine and hexyl amine would be very 
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similar. Usually there are insufticient data to directly verify whether the reaction family idea is 
valid; but for functional group ideas to work at all it must be at least approximately correct. (For 
a rare experimental verification see ref. 16). 

The Hammond postulate indicates that within a reaction family, the reaction barrier and TS 
properties should shift with the heat of reaction. These shifts are typically modeled by assuming 
that the rates follow the simple Arrhenius formula k(T) = A exp(-FdRT), and making linear 
interpolations between reactions with experimentally determined Ea’s (these interpolations are 
called “Evans-Polanyi”, ‘LFER”, or “Semenov” relations). It is known that the true relationship 
cannot be linear. Denisov has recently proposed a type of parabolic interpolation. [I71 
Unfortunately, the experimental data required to make either of these interpolations are often 
unavailable for the systems of greatest current interest, including many of the reactions important 
in combustion. 

Quantum-chemistry based TST calculations could provide the missing data, but the most 
accurate quantum techniques are so computationally demanding that only single-point (i.e. fixed 
geometry) energy calculations are feasible. Much cheaper methods are needed to map out the 
PES and to determine the vibrational frequencies, etc. required for a TST rate calculations. The 
method of choice is DFT, which is computationally inexpensive but still fairly accurate in most 
cases. Unfortunately, current DFT functionals are not reliably enough to be really useful for 
quantitative kinetics. Current DFT functionals are particularly poor for free-radical oxidations, 
since they seriously underpredict the strength of peroxidic 0 - H  bonds. [I51 We recently 
developed a method for systematically improving DFT functionals, using as input the results of 
high-accuracy quantum chemistry calculations. [18] Our approach is based on the fact that the 
DFT functional determines the electron density as well as the energy; so high-accuracy electron 
densities provide a strong and very useful constraint on trial functionals. 

Many of the components required to make accurate predictions of the chemical kinetics of 
technologically important processes like combustion already exist. Development and validation 
of reliable, systematic, quantum/TST-based rate estimation methods would allow us to finally 
make quantitative predictions about these important chemical processes. 

Estimation of pressure-dependent rate constants 
For many reactions, pressure-dependent fall-off and chemical-activation effects are very 
significant. In many cases of importance in combustion chemistry, the initial complex is formed 
very highly excited, and chemically-activated channels dominate over the thermal pathways. We 
are currently automating the process of computing pressure-dependent rate constants, so that the 
computer can do this ”on-the-fly’’ as it constructs the kinetic model. We have devised a general 
algorithm which constructs every chemically-activated and stabilization reaction pathway, and so 
can construct and solve the equations which describe the pressure dependence. The required 
k(E)’s and p(E)’s can be obtained from the high-pressure limit k(T)’s and the group-additivity 
heat capacities by the inverse Laplace transform technique [I91 and the “3-frequency” technique 
[ZO] respectively. The pressure dependence can be estimated in many different ways ranging 
from simple approximations to full-blown time-dependent master equations; we will explore the 
tradeoffs between accuracy and computational speed. 

At least initially, we will use the exponential-down model for energy transfer, and the 
corresponding Troe PkJM] approximation.[Zl] For chemically-activated reactions of large 
molecules, there are a very large number of possible reaction pathways, and some pruning will 
be necessary. This can be done by setting a criterion for kinetic significance which suppresses 
the most minor channels. Once one has constructed the pressure-dependence model, it can be 
solved for a range of pressure and for different initial energy distributions of the activated 
complex (corresponding to different entrance channels and temperatures). We will test this new 
tool by computing the pressure dependence of a large number of reactions; in addition to 
validating the method we expect to find some surprises. 

Adaptive complex chemistry for reacting flows 
In combustion, the overall rate of reaction is usually controlled as much by mixing as by any rate 
constant. Conventional reacting-flow simulation techniques can only be used if the chemistry 
model is very small, since they typically attempt to solve for the concentration of every chemical 
species in the model at every spatial position at every time point in the simulation. Since the 
computer can rapidly construct kinetic models adapted to each reaction condition, it should be 
possible to construct an “adaptive chemistry” reacting flow simulation, where different truncated 
kinetic models are used at different spatial positions and times. This could dramatically reduce 
the number of equations which must be solved in the simulation. As a first step towards 
developing such a simulation, we have been examining how one could in practice develop 
truncated kinetic schemes known to be reliable over a specific range of reaction conditions. We 
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will also devise methods for dealing with boundaries between finite elements with different 
kinetic schemes (involving different numbers of species). For the numerical solution, we will 
draw heavily on numerical methods fot solving differential-algebraic equations with discrete 
control variables recently developed at MIT. [22] Initially, we will construct the reacting flow 
simulations by hand, for very simple geometries. Once we demonstrate that the “adaptive 
chemistry” approach provides a significant advantage over current approaches, we can begin to  
incorporate the technology developed by others for adaptive gridding [23] that would be required 
for reacting flows through complex geometries. 

References 

I 
1. L. Haux, P.-Y. Cunin, M. Griffiths, and G.-M. Come,J. Chim. Phys. 1988,85,739. 
2. S.J. Chinnick, D.L. Baulch, and P.B. Ayscough, Chemom. Ifell. Lab. Syst. 1988, 5, 39. 
3. E. Rami, A. Sogaro, P. M r i ,  G. Pennati, C.K. Westbrook, and W.J. Pitz, Combusf. 

Flame 1994,99,210. 
4. E.S. Blurock, J. Chem. Inf: Comput. Sci. 1995, 35, 607. 
5.  L.J. Broadbelt, S.M. Stark, and M.T. Klein, Compt. Chem. Eng. 1996,20, 113. 
6. M. Nehse, J. Warnatz, and C. Chevalier, Twentysixth Symposium (7nternalional) on 

Combustion (The Combustion Institute: Pittsburgh, 1997). 
7. D.J. Klinke and L.J. Broadbelt, A.1.Ch.E. J. 1997, 43,1828. 
8. R.G. Susnow, A.M. Dean, W.H. Green, P. Peczak, & L.J. Broadbelt, J. Phys. Chem. A 

1997,101,3731. 
9. D.G. Truhlar, B.C. Garrett, and S.J. Klippenstein, J. Phys. Chem. 1996, 100, 12771. 
10. W.H. Miller, Acc. Chem. Res. 1993, 26, 174. 
11. W.H. Green, C.B. Moore, and W.F. Polik, Ann. Rev. Phys. Chem. 1992, 43, 591. 
12. L.A. Curtiss, K. Raghavachari, G.W. Trucks, and J.A. Pople, J. Chem. Phys. 1991, 94, 

I 

7221. 
13. AD.  Becke, J. Chem. Phys. 1992,96,2155. 
14. See for example (a) S.J. Klippenstein and W.D. Allen, Ber. Bunsenges. Phys. Chem. 

1997,101,423; (b) S.J. Klippenstein, A.L.L. East, and W.D. Allen, J Chem. Phys. 1994, 
101,9198. 

15. W.H. Green, Int. J .  Quantum Chem. 1994,52, 837. 
16. J.B. Koffend and N. Cohen, Inl. J. Chem. Kinet. 1996,28,79. 
17. E.T. Denisov, Mendeleev Commun. 1992. 
18. D.J. Tozer, N.C. Handy, and W.H. Green, Chem. Phys. 0 1 1 .  1997,273, 183. 
19. W. Forst, J. Phys. Chem. 1972, 76, 342. 
20. J.W. Bozzelli, A.Y. Chang, and A.M. Dean, Int. J Chem. Kinet. 1997,29, 161. 
21. R.G. Gilbert, K. Luther, and J. Troe, Ber. Bunsenges. Phys. Chem. 1983,87, 169. 
22. T. Park and P.1. Barton, ACM Trans. Mod Computer Sim. 1996,6,137. 
23. B.A V. Bennett and M.D. Smooke, J. Comp. Phys. 1999,151,684, 

1 

, 

I 

272 



i 

\ 

\ 

I 

, 

KINETIC MODELING OF THE FORMATION OF POLYCYCLIC 
AROMATIC HYDROCARBONS 

Henning Richter, Timothy G. Benish, Francisco Ayala and Jack B. Howard 
Department of Chemical Engineering, Massachusetts Institute of Technology, 

77 Massachusetts Avenue, Cambridge, MA 02139-4307, U.S.A. 

Kevwords: Combustion, PAH, Kinetics 

1. INTRODUCTION 
Growing evidence of the significant role of polycyclic aromatic hydrocarbons (PAH) in the 

formation of small particles such as soot in atmos heric aerosols and the known mutagenic or 
tumorigenic properties of at least some of them” necessitate a better understanding of the 
chemical growth process leading to larger and larger molecules. Combustion represents a major 
source of PAH and soot particles in the environment, therefore more efficient and cleaner 
combustion processes would lead to a significant reduction of pollution and to a more economic 
use of fossil fuels. Kinetic modeling can be expected to be a powerful tool for a better 
understanding of chemical processes responsible for PAH and utimately soot formation. A 
sufficiently developed model will finally allow the assessment of optimized operating conditions 
for practical combustion devices. In the recent years detailed kinetic models describing the 
formation of small and medium PAH have been developed and tested against ex ’mental data 
obtained under well defined laboratory conditions such as shock tube pyrolysisyor premixed 
flamess-”. 

In the present work, two sets of experimental data obtained with different laboratory 
combustors, fuels and pressures are used in order to improve the reliability and in particular the 
detailed understanding of elementary reaction steps of a kinetic model developed recently for 
fuel rich benzene combustion under low pressure conditions”. 

2. APPROACH 
A nearly sooting low pressure premixed, laminar, one-dimensional benzene/oxygen/argon 

flame (equivalence ratio $= 1.8, 30% argon, 50 cm s-’, 2.67 kPa) for which large sets of 
experimental are available was modeled using the Premix code“. This flame has been 
studied by Bittner and Howard“ using molecular beam sampling coupled to mass spectrometry 
(MBMS) to establish concentration profiles for stable species up to 202 m u  and radicals up to 
91 m u .  The temperature profile was determined with a thermocouple taking into account heat 
losses by radiation. Because the measurements include unstable, often radical, intermediates the 
data provide valuable insights and have been used for different modeling studies focusing on a 
better understanding of benzene oxidation ~hemistry’.~.~ and for the assessment of the first 
reaction steps of PAH growth”. The use of nozzle beam sampling followed by radical 
scavenging and subsequent analysis by gas chromatography coupled to mass sepctrometry, a 
technique developed and sucessfully used by Hausmann et al.”, allowed Benish” to extend the 
data set to species up to 276 m u  in the case of stable species and up 201 amu for radicals. 

The other experimental data used in the present work consist of concentration profiles of light 
gas species and PAH up to 300 amu measured for fuel rich CzH4/02/N2 combustion ($= 2.2) in a 
jet-stirred-reactor/plug-flow reactor (JSRPSR) system by means of gas chromatography 
operating at amospheric pressure16.”. The temperature was constant at 1630K in the JSR and 
1630 K in the PFR. The outlet of the JSR was coupled to the inlet of the PFR. Kinetic models 
can be applied easily to both JSR and PFR which allows the comparison of model predictions to 
experimental data. 

The parallel investigation of PAH formation under different conditions at low pressure, 
atmospheric pressure and different hels, i. e., benzene and ethylene, is particularly challenging 
for a kinetic mohel. The present study is based on a recently published model tested for low 
pressure conditions” but with the rate constants of pressure-dependent chemically activated 
reactions, e. g., for benzene formation via the reaction of acetylene with I-butadienyl radical”, 
which have been s stematically adapted to 1 atm using the QRRK (Quantum Rice-Ramsperger- 
Kassel) technique . Thermodynamic data have been critically assessed and updated with 
available literature data or, in the case of poorly known PAH radicals, computed using ab initio 
techniques. Vibrational analysis performed on the optimized geometries allowed the 
determination of entropies and heat capacities while enthalpies of formation were determined by 
means of isodesmic reactions. Rate constants of reactions involved in the growth process have 
been investigated. The potential energy surfaces, including transition states, of the reactions 
phenyl + acetylene and of I-naphthyl + acetylene have been explored. The resulting high 
pressure rate constants for the different elementary reactions followed by a QRRK treatement 
allowed the determination of “apparent” rate constants at different pressures and temperatures 

273 

?I 



describing the competing pathways. In the case of the reaction of I-naphthyl with acetylene, as 
shown in Fig. 1, rate constants for the formation of 1-vinylnaphthalene, 1-napththylacetylene and 
acenaphtalene were determined and implemented in the kinetic model. 

ac&phxalene 

Fig. 1. Reaction pathways of I-naphthyl + acetylene 

3. RESULTS 
a) Fuel Consurnotion and Formation of Main Products and Intermediates 

A meaningful testing of a chemical reaction mechanism describing the growth of polycyclic 
aromatic hydrocarbons requires the correct prediction of key species which intervene in this 
process. The previously published kinetic model” showed good prediction capabilities for key 
products but also intermediate radicals such as H or OH compared to the MBMS data measured 
by Bittner and Howard’’. In addition, the reliability of the model has been confirmed by means 
of the comparison of its predictions with experimental mole fraction profiles of stable species in 
a sooting low pressure premixed benzene/oxygen/argon flame ((I= 2.4,5.33 kF’a)22. However, an 
underprediction by a factor of 32.5 of the the peak mole fraction of acetylene was observed in 
the nearly sooting benzene flame studied in the present work while peak values of 
cyclopentadienyl (CsH5) and phenyl ( C a s )  showed corresponding overpredictions”. A 
significmt improvement of the predictions of these three species could be achieved by the 
addition of the oxidation of phenyl and phenoxy radicals to benzoquinone as suggested by Frank 
et al.23 followed by the unimolecular decay and oxidation of benzoquinone to different c6 and CS 
species leading ultimately to acetylene as discussed by Alzueta et al?4. Fig. 2 shows the 
predictions of the model developed in the present work for cyclopentadienyl and acetylene in 
comparison to the data of Bittner and Howard”. For the same flame, predictions and 
experimental data for benzene comsumption, CO2 and water formation as well as the 
experimental temperature profile used for the model computation are summarized in Fig. 3. Also 
the update of the thermodynamic database, described above, contributed significantly to the 
improvement of the agreement between model predictions and experimental data. 
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Fig 2. Model predictions and experimental data of 
acetylene snd cyclopentadienyl in a nearly 
sooting premixed benzendoxygedargon 
flame (+= 1.8,2.67 kPa)”. 

Fig 3. Model predictions and experimental data of 
Benzene, CO, and H,O and experimental 
temperature profile in a nearly sooting 
premixed benzeneloxygedargon flame 
(e 1.8.2.67 kPa)”. 

A similar approach has been taken in order to check the prediction capability of the atmospheric 
pressure version of the model using ethylene combustion data from the JSRPFR system 
operating at amospheric pressure16*”. The performance of the model was first tested for the 
cornsumption of the reactant and the formation of key products and intermediites. Fig. 4 and 5 
show the results of the model for ethylene, acetylene, HZ and COZ in comparison with 
experimental data measured in the PFR at 1620K. In particular the excellent prediction of 
acetylene, a species assumed to be a key species in the formation process of PAH, is essential for 
the quality of the model but also the good agreements for ethylene consumption and C02 
formation, representing the reactant and one of the main products, is encouraging. HZ is only 
slighfly underpredicted, another important finding because of the importance of hydrogen- 
abstraction reactions (R-H + H * R* + Hi) in the PAH growth process which may be affected 
by the location of the equilibrium on the reaction coordinate and therefore by the concentration 
of molecular hydrogen. Unfortunately, no experimental data on atomic .hydrogen and other 
radical species are available due to the sampling technique used for the jet-stirredplug-flow 
reactor system so that no check of equilibria exclusively based on experimental data has been 
possible. 
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Fig 4. Model predictions and experimental data of 

ethylene and acetylene in a plug-flow 
reactor at 1620 K and 1 am; JSR: CzHJ 
OdNz ($=2.2,71.6% Nz, 1630K)'"". 
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kr Id 
Fig 5. Model predictions and experimental data of 

H, and COz in a plug-flow reactor at 1620 
K and I atm; JSR CzHJOZ/Nz ($= 2.2, 
71.6% Nz, 1630 K, 1 at~n)'"~. 

b) Bednnine of the Growth Process 
The formation of polycyclic aromatic hydrocarbons (PAH) and of soot depends mainly on the 

the initial relative concentration of fuel and oxidizer, i. e., the equivalence ratio, reflecting the 
competition of oxidation with growth reactions. The latter becomes more favorable with 
increasing equivalence ratio. Assuming an essential role of a subsequent growth process from 
small to larger and larger PAH, the formation of the first aromatic species is of great interest. 
The importance of the formation of the first aromatic ring is confiumed by the order of the 
sooting tendencies: naphthalenes > benzenes > diolefins > monoolefins > paraffinszs. Because of 
the presence of the first aromatic ring in the initial fresh gas mixture in the case of benzene 
combustion, the formation pathways for benzene will be discussed for ethylene combustion in 
the jet-stirred/plug-flow reactor system. Different pathwa s leading to the first aromatic ring, i. 
e., benzene or phenyl, have been discussed in the pas2 and are implemented in the present 
model. The analysis of the rates of production in the present work showed the reaction between 

two propargyl (C3H3) being the dominant pathway 
but also the reaction of acetylene with a 
vinylacetylene radical (HCCHCCH) and of allene 
(CHzCCH2) with a C3H2 radical contributed 
significantly. It should be pointed out that no 

e.Ezaa general conclusions can be drawn from these 
results because of the I;kely strong dependence of 
the relative contributions of the different 
pathways on experimental conditions such as 
temperature or fuel type. Nevertheless, the use of 
different pathways described previously in the 
literature in the present model allows an at b S t  
satisfactory agreement with experimental data as 
shown in Fig. 6. 
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Fig 6. Model predictions and experimental data of 

benzene and acenaphthalene in a plug-flow 
reactor at 1620 K and I atm; JSR: CzHJ 
0dNz (e 2.2, 71.6%Nz, I 

e) Formation of the Second Aromatic Ring 
Beginning with the first aromatic ring, mainly two pathways may lead to the formation of the 

next larger fused PAH, naphthalene. First, two subsequent H-abstractiodacetylene-addition 
can lead to 1-naphthyl radicals, stabilized in the next step by recombination with atomic 

hydrogen. The other possibility consists of the reaction of two cyclopentadienyl radicals7,' '.27L8. 
The contribution of different pathways to the rate 
of formation of cyclopentadienyl radicals has been 
checked in the jet-stirred reactor and unimolecular 
decay of phenoxy was shown to be dominant. 
Napthalene formation has been investigated in 
both systems studied in the present work. A 
significant underprediction by a factor of 33 (not 
shown) was observed for the JSRiPFR system; the 

DFm, nearly all naphthalene was formed via the 
hydrogen-abstractiodacetylene-addition pathway 

Fig 7. Model predictions and experimental data of starting with benzene while no significant 
contribution of cyclopentadienyl radicals could be 
observed. A totally different picture was observed 
for the nearly sooting low pressure premixed 

benzene flame. Confi i ing prior re~ults~'~'", naphthalene formation is dominated by the reaction 
between two cyclopentadienyl moities. The comparison of the model prediction with the 
experimental naphthalene profile measured by Benish shows an excellent agreement (Fig. 7). 
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and acenaphthalene in a 
nearly sooting premixed benzeneloxygenl 
argon flame (e 1.8.2.67 kPa)". 
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Recent measurements of radical concentration profiles in the benzene flame studied in this 
work" allowed the assessment of the role of hydrogen-abstractiodacetylene-addition pathway 
under the condition of this flame. In fact, the reaction of the phenylacetylene radical with 
acetylene to 1 -naphthyl (Fig. 8), represents the limiting step for the formation of 1 -naphthyl. In 
contradiction to the good agreement observed for 2-naphthyl radicals (Fig. IO), the I-naphthyl 
peak concentration is significantly underpredicted (Fig. 9). As shown in in Fig. 9, the total 
removal of the hydrogen-abstraction /acetylene addition pathway (Fig. 8) leads to a drastic 
increase of the 1-naphthyl peak mole fraction, in agreement with the experimental data, while a 
lack of sufficient consumption in the burnt gases is observed. Based on this observation, 
completed by tests of the impact of slight adjustments of thermodynamic and kinetic data, it 
seems likely that the 1-napthyl concentration, at least under the present conditions, is mainly 

governed by the equilibrium of the ring closure 
reaction (Fig. 8). Also the drastic decrease of the 1- 
naphthyl mole fraction at the end of the flame front 
seems to be strongly influenced by the reverse 
reaction (Fig. 9). Therefore, uncertaintenties on 
thermodynamic and kinetic data may be responsible 

Fig 8. Napththalene formation via the hydrogen- for the mde~rediction of l-naphthyl. This 
abseactiodacetylene addition pathway. hypothesis is consistent with a much better 

agreement between the model prediction for the 2- 
naphthyl radical and the corresponding expenmental profile (Fig. 10). 2-naphthyl is formed by 
hydrogen abstraction from naphthalene and is not directly involved in the above mentioned 

-b C2H2- 0 0 

equilibrium. 
aE+z a 

b I 

0 P ~ I  
Fig 9. Model predictions and experimental data of 

I-naphthyl in a nearly sooting premixed 
benzeneloxygedargon flame (e 1.8,2.67 
kPa)13; use of complete model and after 
removal of H-abstractiodC,H,-addition 
pathway. 

! 

D IW 
Fig 10. Model predictions and experimental data of 

2-naphthyl and biphenylene in a nearly 
sooting premixed benzendoxygednrgon 
flame (e 1.8.2.67 kPa)". 

d) Further Growth Process 
Acenaphthalene, a PAH containing a five-membered ring, is usually an abundant species in the 

exhaust of combustion systems generating PAH. The comparison of model prediction with 
experimental data is shown for ethylene combustion in the J S W F R  system (Fig. 6) as well as 
for low pressure benzene combustion (Fig. 7). A particular good agreement could be achieved in 
the JSR/PFR system, nethertheless also the significant underproduction of naphthalene in this 
system must be taken into account which leads to the assumption of an even too pronounced 
acenapthalene formation. The analysis of the net production rate of acenaphthalene shows a 
nearly exclusive formation via the reaction of acetylene with 1-naphthyl (Fig. I), using the rate 
constant determined for 1 atm by means of the QRRK approach discussed above. A different 
situation has been observed in the case of low pressure premixed benzene combustion, in 
agreement with prior work", where the exclusive use of the reaction between 1-naphthyl and 
acetylene yields an underprediction of at least 20-fold. This finding confirms the conclusion of 
Hausmann et al." that another, yet unknown, acenapthalene formation pathway exists. In the 
present work an additional acenaphthalene pathway has been suggested and implemented in the 
model. The isomerization of a biphenylene radical followed by hydrogen loss to acenaphthalene 
has been assumed and led to a significant improvement in the predictions of acenaphthalene but 
also biphenylene (Fig. lo), both of which species were measured by Benish13: 

4. CONCLUSIONS 
In conclusion, it can be stated that the kinetic model developed in the present work shows at 

least encouraging prediction capabilities for the first steps in the growth process to larger and 
larger polycyclic aromatic hydrocarbons. In particular, its satisfactory performance for two 
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different fuels and pressures increases its value for potential practical application. In next steps, 
the model will be extended to larger PAH, including up to eight aromatic rings, and a soot 
fommtion model will be implemented. 
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INTRODUCTION 

Thc rolc of both homogcnous and hctcrogcncous rcactions in usc of solid fuels such as coal for 
NO, reduction has been discussed in sonic prcvious studics 1.2.3.4. Howcvcr Wcndt ', and Mcrcb 
and Wend1 ' havc discountcd hctcrogcncous rcactions showing that they havc minor conhibution 
towards rcbuming. The rcduction polcnlial of a rucl dcpcnds on its ability to produce CH, 
radicals to react with NO. Assunling only honiogcneous gas phasc reactions to parlicipate in 
rcduction. a highcr volatilc niallcr contcnt of thc fucl will enhancc thc NO, reduction. In the 
reccnt past (hc rcbuming proccss is reasonably well undcrstood for usc of cod and natural gas as 
dm rucls 1. 3. 7. R. Y. 10.11 . Howcvcr pyrolysis products of biomass and biomass pymlysis oils 
@io-oils) havc also bccn shown to c a w  NO, rcduction by nicchanisms similar to reburning". ' I .  
Biomass and biomass bascd products olkr thc advantagc of not only rcduccd Sol, NO, 
cniissions bccausc of low nitrogcn and su l f i  contcnt but also reduced grccn housc gascs (N20 
and CO?). Howcvcr sonic fidamcntal qucslions such .as thc rclativc inlporlance of 
homogcncous gas phasc rcaclions in thc proccss still nccd lo bc addrcsscd. 
In thc present study. gas coniposition from llash pyrolysis of BioLimcTM from an culicr study'4 
was uscd to niodcl NO reduction through honiogcncous gas phasc ra t ions whcn BioLiniclM is 
uscd as a rcbum fucl. Thc nunicrical predictions wcrc thcn coniparcd with thc NO, cmissions 
from a down-fircd combustor (DFC) to validatc thc niodcl. A din'crcncc in NO, rcduction was 
obscrvcd by using two diKcrcnt BioLimc'" samplcs as rcbwn fucl undcr sitiiilar opcrzling 
conditions. This was belicvd to be duc to dilrcrencc in yicld of flash pyrolysis products of thc 
dillcmnt BioLmicrM. With this in mind thc niodcl was f i h c r  uscd to study thc relativc 
contribution of cach of thc pyrolysis gas spccics in NO rcduction through honiogcncous 
reactions. Thc prcdiclions werc thcn vcrificd by expcrinicntal rcsulls Croni the flow rcdctor. 

EXPERIMENTAL 

Raw Muteriuls 
Two biomass bascd malcrials callcd BioLinicTM 1 and 111 wcrc oblaincd from DyndMotivc 
Tcchnologics Corporation. BioLinicTM was produccd by rcacting pyrolysis oils from biomass 
with air, and linidwatcr slurry in a stimd. BioLimcTM I and 111 had appmxinlatcly 7 and 14 wt. 
% calcium, resptively. Compositional analysis of thc saniplcs is shown in Tablc 1 . 

BioLinicTM I BioLinlcTM 111 
(As Dctcmiincd) (As Detcmiincd) "I-----. 

Carbon (wt. "h dal) 48.5 38.7 
Hydrogen ( w t  % daf) 7.7 8.4 
Nitrogcn (wt. "h dal) 0.23 0.2 I 
Sulfur (wt  % dal) 0.0 I 0.02 
Oxygcn (wt. "/o dafby din) 43.5 52.6 
Ash (wt. % db) 20.9 48.5 
Moislurc (wl. %) 7.97 4.1 1 

Tablc I Compositional analysis on as dctcmiincd and illy basis for two BioLiniP stniplcs 

Down Fired Conrblrstor 
Thc DFC is 10 II high with a 20-inch internal diamctcr rdtcd at a nominal firing ratc of O S  
million Btuih.. Sevcral 4-inch sanipling polls arc locatcd along thc combustor. Sainplc pods arc 
nunibcrcd 1 through 10 sm/ng at thc top. BioLinicTM is introduccd through port 5 into thc reburn 
zone. Thc rcbum mnc paranictcrs are shown in Tablc 2 . Thc lluc gases frotii h c  hcat cxchangcr 
pass through a pulse jct baghousc for paliiculatc matter collcction. Thc BioLinicTM is prcparcd. 
slored in a day tank and pumped to thc burner by a MoynoTM progrcssivc cavity pump. Thc 
gascous cniissions data during thc stcady statc was avcragcd. 
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DFC Rcbum znnc pararnctcrs 
Dianictcr 50.8 cm 
Total lcnyl 96.52 cni 
Volutnc 195600 cn? 
Prcssurc I atni 
Rcsidcncc tinic 1.127 scconds 
Inkt Ic~11pcraturc at thc ccntcr 
Inlet tcnipcratm at the Wall 

Tablc 2 Down (ircd combustor rcbum mnc paranictcrs 

Mudding NO, R e d ~ ~ t i ~ n ~  

All nunierical calculations wcrc donc using a PSR coniputcr codc", which runs in conjunction 
with thc Chcmkin I i b d ' .  Thc rcvcrsc ratc constants wcre obtained from the forward ratc 
constants and thc therniodynamic dah mainly taken fmrn h e  Sandia Thcrniodynaniic 
Databasc17. The codc coniputcs spccics conccntrations from thc balancc bclwccn thc net rdtc of 
production of cach spccics by chcniical rcaclion ad the dill'crcncc bctwccn thc input and output 
flow rates of s ccics. The niodcl uscd to prcdict NO cniissions was takcn f?oiii thc studics of 
Kilpincn et a/.', Glarborg ct a/.". and Pnda and Millc?". In gcncrdl thc mcchdnisni includcs 
gcncration of hydmcahon radicals fmni C, and CZ parcnt hydrocarbons. oxidation mcchanisnis 
for HCN. and NH?. togcthcr with a subsct of thc intcrdetions bctwccn thc hydrocarbon radicals 
and the nitrogenous spccics. The nitmgcwhydmcarbon chcniistry is csscntially an cxtcnsion of 
thc Millcrand Bowman nicchanisn?'. 
Thc proccdurc and assuniptions in Ihc abovc study arc: 
( I )  Only horiiogcncous gas phasc rcactions arc rcsponsiblc for NO reduction. Thc cKcct of 

hclcmgcncous rcaclions is ncglcclcd. Gascs fmni pyrolysis of BioLinicm rcdct wilh NO, in 
the rcbum zonc to Tomi Nz and nilrogcnous intcmicdiatc spccics such as HCN and NH?. 

Values wilh thc %i~s-,--, 

1415 K 
1426 K 

(2) Gas conccntrdtions arc calculatcd from thc yiclds rcporlcd in an carlicr study'4 . 
(3) Rcbum fuel is nixcd rapidly and pcrrectly with lhc products of conibustion from thc primary 

zonc. This is achicvcd by usc o fh igh -pmm injection nozlc for fccding thc rcbum fucl. 
(4) Rcbum fucl is pymlyrcd instantly on cntcnng thc combustor and thcrcforc pyrolysis kinetics 

does not control the NO, rcduction kinctics. 
(5) The kinctics of reburning is contmllcd by the ntc conslants for thc hydmcarborrN0 rcaction 

systcni. Thc cffcct of iiiilss transfcr is ncglcctcd. This follows from thc previous two 
assumptions. 

(6) An average of thc wall and bulk tcnipcraturc at thc point of rcburn fucl injcction is uscd as 
thc inlct Icnipcraturc for thc calculations. 

(7) Gas dcnsitics are calculatcd at thc rcbum zonc inlct tcmperaturcs. 
(8) The fluc gas in rcburn mnc consists of 14% CO,, 2.0% 9, and 497 ppni of CO in nilrogcn 

basc. Thcsc conccntrations of CO,. 9, and CO are choscn to be consistcnt with those of a 
coal primary llamc opcratcd at stoichionictric ratio of I .O- I .  I .  

(9) A rcsidcncc tinic of 1.127 scconds is uscd for lhc calculations, which is consistcnt wilh thc 
rcsidcncc linic in rebum zonc orthc down-lid combustor. 

RESULTS AND DISCUSSION 

Predictions of NO, cniissions from thc model along with lhc down-fircd combustor data arc 
shown in Table 3. Thc rcburn 'zone stoichionictly was bascd on the total amount of fucl and 
oxidizcr that cntcmd the down fircd combustor in thc lirst two mncs of thc combustor divided by 
the stoichionictric quircnicnt for Ihc primary and rcbum fucr. Thc prcdictions from niodcl 
match closely with the DFC data. The rcsults showed a highcr NO, mduclion for BioLinicTM I 
than 111. Howcvcr. stoichiomctry was diKcrcnt for dill'ercnt runs whcn BioLinicTM 1 and I l l  are 
uscd as cbum T i l .  Thcrcforc, to f i h c r  coniparc thc pcdbmiancc of BioLinicTM I and 111, NO, 
rcduction was cshatcd for both BioLinicTM for cach run. Thc rcsults am shown in Figurc 1.  I t  
can bc sccn that BioLimcTM I produccd a higher NO, reduction than BioLimcTM 111, and is 
attributed lo thc highcr yield of total pyrolysis gases for BioLinicTM I. Thcse rcsults arc in 
agrccmcnt with thc studics of  Kichcrcr et. d. ". who havc shown that thc main rcduction c l k t  
is duc to thc volatilcs of thc rcbuming fucl. Thcrcforc; a highcr yicld of pyrolysis gascs will 
rcsulr in a highcr NO, rcduction. DiKcrcnt pyrolysis gascs can havc diKcrcnl NO, rcduction 
potcntial. Howcvcr as secn Imm Tablc 3, Ihc relativc pcrccnlagc of pyrolysis pscs added was 
dill'crcnt for diKcrcnl runs. Knowlcdgc of rclalivc conlribution of pyrolysis gascs in NO, 
reduction would hclp lo choosc a biomass fccdslock that incrcascs lhc yicld of dcsircd spccics. 
With this in mind a pardlnctnc analysis is donc using thc niodcl to study thc clTcct of varying 
conccnlration ofhydmcarbons, CO,, CO, H,. 
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Run Stoichi % of O h  COz % CO % HZ "h NO, % NO, 
(BioLinleTM) oniclry Hydro added added added Reduction Reduction 

carbon (DFC) (Modcl) 
added _______ 

Run I(1) 0.501 0.13 14.88 0.25 0.23 17.0 16.0 
Run2(1) 0.517 0.14 14.92 0.26 0.24 16.2 16.8 
Run3(III) 0.549 0.09 14.50 0.18 0.20 13.6 11.2 
Run4(l11) 0.652 0.04 14.20 0.10 0.08 11.6 4.4 
Run5(111) 0.656 0.05 14.27 0.12 0.1 1 12.5 7.2 
Run6(111) 0.717 0.05 14.27 0.12 0.1 I 12.6 6.3 

Table 3. Modcl predictions for percenlage NO, reduction with NOx reduction from DFC. 
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Figure I ,  lnfluencc of BioLinP used on NO, reduction. The % NO, reduction is predicted from 
model for both BioLinieTM for each run condition.(Series I - BioLinicTM I, Series 2 - BioL.imeTM 
Ill) 

The results were then verified using the flow reactor. The setup of the flow reactor is discussed 
in an earlier stud$4. COz, CO, and I+ had very little efTect on NO, reduction. Hydwahons 
were seen to be mainly responsible for cawing reduction in emissions of NO,. Kilpinen et. a/. z3. 
Chen et. a/. 24 , Mcreb and Wcndt '' have also shown that for natural gas reburning CO, and 
are useable as r e b m  f i l s ,  even though the rates of reaction for NO reduction by CO and H are 
significantly slower compared to NO-hydrocarbon reactions. Two main slages are considered to 
be mainly responsible for nitric oxide reduction. First is thc eonvcrsion of NO to E N ,  through 
reaction with CH, and HCCO. 

NO+HCCO H C N O + H  HCN 
NO + CH2 
NO+CH3 HzCN+M HCN 
NO + CH3 

HCN + OH 

HCN + H20 

The second slage is the reaction of HCN with the oxidizing speeics (0, OH) (0 fomi NH,, Nz, 
and NO. HCN is f i t  convertcd to isocyanic acid and HNCO primarily by 

HCN+OH HOCN+H HNCO 

and to a lesser cxtcnt also through the direct rcaction 

HCN +OH HNCO + H 

The HNCO reacts further to NHz. This occurs primarily by thc reaction with H radical 

HNCO'+ H NHz + CO 
The NHz radical depending on thc conditions can be convertcd to Nz. NH3, or NO. 

Bumh et. a/. '' in thcir study of difTcrcnt fuels (methane. hexane, t c m e .  and coal) have also 
shown that NO, reduction eficiency can also bc related 10 CR1 ratio for the fuel. Carbon rich 
fuels produce more CH, fragicnls. leading to a lower NO, conccntralion. BioLinieTM I had a C/H 
ratio of 6.3 whereas BioLinieTM 111 had a C/H ratio of 4.6. Therefore. a BioLinieTM with a higher 
c/H ratio will help to increase the NO, reduction. 
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CONCLUSIONS 

1) Pcrccntagc of NO, raiuaion using BioLiiiicTM as a rcbum fwl was accuratcly prcdictcd 
using lhc honiogcncous gas phasc wction niodcl. For niost of thc conditions. thc pcKCnldgC 
NOx duction predicted f i n 1  niodcl Wa wcll within thc allowablc varialion f in1  thc 
cxpcrimcnlal rcsults Tmni down r i d  combustor and flow tractor. Howevcr in sonic studics 
like thoa of Smart and Morgan *7, Chcn and Ma ** havc also shown thc rolc of char rcactions 
in NO, rcduction. 

2) The higher NO, rcdwtion potential of BioLimcTM I ovcr BioLinicTM 111 was attributcd to thc 
higher yield of total pymlysis gascs. 

3) Thc pardnictn; study fmni llow rcactor showcd hat lhc CO. COz. and HI havc vcry litllc 
ctTccl and hydrocarbon rcaclions arc mainly rcsponsiblc for NO, rcduclion. Hcncc a rucl with 
highher CRI ratio will p d u c c  morc C q  Tkipcnts, and thcrcrorc, rcsult in a bcttcr NO, 
duction. 
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CARBONATE USING ON-LINE GUMS 
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INTRODUCTION 
Dimethyl carbonate (DMC) has the potential to replace methyl r-butyl ether[l,2] (MTBE) as an 
oxygenate fuel additive for both diesel and gasoline engines.[3] Previous research has shown 
that the addition of DMC to gasoline or diesel fuel reduces all forms of emissions: 
hydrocarbons,[3] carbon monoxide,[4] oxides of nitrogen,[4-6] and particulate matter.[7,8] 
Numerous routes exist for the production of DMC: reaction of methanol with urea with an 
organotin catalyst,[9] activation of C02,[10-12] and the reaction between methyl nitrite and 
carbon monoxide.[l3] A promising route to the industrial production of DMC is the oxidative 
carbonylation of methanol.[l4,15] A drawback of DMC is the lack of knowledge regarding the 
reaction mechanism that could lead to the efficient industrial production in sufficient quantity to 
satis@ the enormous demand in the American fuel market. Discovering the reaction mechanism 
should allow more efficient catalysts for the production of DMC to be developed and could 
facilitate the widespread adoption of DMC as an oxygen-containing fuel additive. We are 
investigating the reaction between methanol, carbon monoxide, and oxygen that produces DMC 
as one product: 

O=C(OCH,),  +H,O ( 1 )  
1 
2 

2CH,OH + CO + -0, 

In order to obtain detailed information about the underlying reaction mechanisms and 
kinetics we are using a novel, on-line GUMS technique developed at the University of Utah 
Center for Microanalysis and Reaction Chemistry (UUCMARC) that is capable of repetitively 
recording GUMS profiles at 1 minute intervals, or less. This method can be used with a variety 
of chemical reactors and a broad range of reaction conditions[l6-18] and enables definitive 
identification of many volatile or semi-volatile compounds in relatively complex reaction 
mixtures, while simultaneously producing kinetic profiles of all compounds as a function of time 
and temperature. 

EXPERIMENTAL 
The catalysts are prepared by dissolving the appropriate copper and/or palladium salt in 
methanol, adding the activated carbon support, and refluxing the mixture with vigorous stirring 
for four hours. The solvent is removed by vacuum distillation and the catalyst is dried under an 
inert atmosphere until completely free from solvent. 

The reaction is studied by placing a mixture of the reactants and a sample of the 
previously prepared catalyst into a glass-lined stainless steel autoclave. The reaction chamber is 
suspended in a preheated fluidized sand bath in which the reaction can be carried out under either 
isothermal or temperature programmed conditions. The autoclave is interfaced to a GC/MS 
system that allows o n - h e  identification and monitoring of all of the reaction products in real 
time and the kinetic profile of the reaction is recorded. 

A pressure reduction transfer line and a AVS-GCMS system, where AVS denotes 
ambient vapor sampling, have been employed for real-time monitoring of the C1 reaction process 
by on-line analysis of volatile products from a high pressure batch reactor. The pressure 
reduction line is a 2 m long, 50 pm i.d. fused silica capillary with a volume flow of 0.8 mumin as 
a function of the reaction pressure (the initial pressure: 150 psig, the highest pressure: 350 psig 
at 170 "C). The vapor sampling and GC functions of the system are contained in the 
Enviroprobe (FemtoScan Corp.), which attaches to a Hewlett-Packard model 5972 MSD (mass 
selective detector) via a modified, more power efficient version of the standard GC to MSD 
transfer line interface. The Enviroprobe utilizes an AVS inlet,[l9] which performs the repetitive 
injection of vapor samples into the 10 m long, 250 pm i.d. fused silica capillary column with the 
temperature of 80 "C. The sampling time is one second and the sampling interval is two and a 
half minutes. 

\ 
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RESULTS AND DISCUSION 

and reactor set-up. Besides providing direct information about the concentrations of organic 
reactants and products it also proved possible to directly monitor reaction gas components such 
as oxygen. Since the high partial pressures of these components tend to cause saturation of the 
molecular ion peak, as well as of the main fragment ion peaks, minor isotope peaks (e.g. O'80 'b  
at m/z 34) can be used to monitor the kinetic profiles of these major reaction atmosphere 
constituents. This proved to be very informative, e.g. by showing that some catalysts cause rapid 
oxidation of CO to COz at low temperatures, thereby making CO unavailable for the key reaction 
step with methanol as can be seen from Figure 1. 

The on-line GUMS system was found to perform quite well for this particular reaction process 

1.6E+OS 

1.2E+08 
I1 
-f! 
E 
g 0.8E+08 

0 

CuCI, + PdCI, 

0 30 60 90 120 

Time, min. 

Figure 1. Comparison of COz formation with two different catalysts: CuCIz + PdC12 and 
CuC12 only. 

The effect of catalyst composition on the overall reaction was studied by preparing a 
series of catalysts using different metal salts. Six catalysts were prepared: CuC12, Cu(Ac)2 
(copper(I1) acetate), Cu(NO&, CuC12 + PdC12, Cu(Ac)z + Pd(Ac)2, and CuCI. The reactions 
were conducted under temperature-programmed conditions from 100 "C to 170 O C  in order to 
observe the influence of temperature on the reaction chemistry. In all cases, varying proportions 
o f  dimethyl carbonate (DMC), dimethoxy methane (DMM), and methyl formate (MeFOR) were 
produced. When the acetate salts were employed, a fourth product, methyl acetate (MeAc), was 
also observed as seen from Figure 2. The product distributions present at the end of each 
experimental trial are given in Figure 3. 

r.. .. 
5000000 ' 

II II DMC 
1000000 ' 

" 
237.50 238.00 238.50 239.00 239.50 

Time, min 

Figure 2. Chromatogram of the products from the following reaction: 0.5 g CuAcl catalyst, 
5.0 g MeOH, 50 psi CO, 100 psi air, 170 "C . 
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Figure 3. Final product distributions from six different catalysts. All reaetions performed 
under the following conditions: 0.5 g catalyst, 5.0 g MeOH, 50 psi CO, 100 psi air, 
temperature programmed from 100 'C to 170 OC in 30 min. / 10 OC steps. 

Palladium catalyzes the reaction of CO and 0 2  to produce a large amount of CO2, thereby 
reducing the amount of CO available for the production of DMC. The catalysts with acetate 
show significant activity, but because of the formation of a fourth product, methyl acetate, we 
chose the catalysts based on chloride salts for further study. The Cu(N03)2 catalyst has the worst 
selectivity for DMC. 

The reactant gas ratio influence was investigated with the CuCl catalyst by using differing 
amount of CO and air, but maintaining the same total pressure to minimize any pressure effects. 
Three different gas ratios were used and the product distributions are shown in Figure 4. 

25 psi CO + 125 psi Air 50 psi CO + 100 psi Air 75 psi CO + 75 psi Air 

Reactant Gas Mixture 

Figure 4. Final product distributions using CuCl catalyst with varying reactant gas ratios. 

The influence of the support particle size was examined by using both the CuC12 and 
CuCl catalysts on three different activated carbon support sizes. The final peak areas were 
normalized by dividing the peak area of each reaction product by the peak area of the internal 
standard, n-hexane. The Tables 1 and 2 show the results. 

Table 1. Final Peak Area Ratios using CuC12 Catalysts 
Mesh DMC Area Ratio DMM Area Ratio MeFOR Area Ratio 
4-14 0.7255 0.3647 0.9506 

20-40 0.5784 1.715 0.3207 
100 . 0.6982 0.4843 1.002 

285 



Table 2. Final Peak Area Ratios using CuCl Catalysts 
Mesh DMC Area Ratio DMM Area Ratio MeFOR Area Ratio 
4-14 I .025 0.3724 1.008 
20-40 0.8210 1.328 0.7746 

100 0.7483 0.3387 0.7420 
20-40 crush 0.8629 1.278 0.8092 

Because no clear trend was evident from the first six experiments, the final experiment was 
conducted using the 20-40 mesh CuCl catalyst that had been crushed into a fine powder. The 
results indicate that using the 20-40 mesh catalyst, in both forms, leads to the production of a 
much larger amount of DMM than either the larger or the smaller support. This evidence led us 
to conclude that the 20-40 mesh catalysts were causing the reaction of DMC to form DMM. This 
hypothesis was tested by loading the reactor with a I O  wt. % solution of pure DMC in methanol. 
CuClz catalyst on 20-40 mesh support, and oxygen (from air). Figure 5 represents the results 
from that experiment, 

0 60 120 180 240 300 360 

Time, min 

Figure 5. 10 wt. YO DMC in methanol and CuCl catalyst. 

DMM did gradually appear, but the signal from DMC did not decrease as predicted. The source 
of the DMM was not the oxidation of DMC, but an independent process. This was tested by 
charging the autoclave with CuC12 catalyst on 20-40 mesh, methanol, and oxygen (from air). No 
CO was added to inhibit the formation of DMC. Figure 6 is the result from that experiment, 

8E+07 

5 6E+07 
m 

s 

E 
4E+07 

2E+07 

0 
0 20 40 60 80 100 120 140 

Time, min 

Figure 6. Methanol, CuC12 catalyst, and air reacting to form DMM. 

Only DMM and MeFOR, the two unwanted products, were formed and at nearly the same rate as 
iii  a previous experiment in which CO was added. 

CONCLUSIONS 
Thc reaction that forms DMM and MeFOR is independent of the reaction that forms DMC. It  
should be possible to find a different catalyst that is much more selective for DMC due to these 
uncoupled reactions. From the Tables, it is clear that CuC12 and CuCl give rise to very similar 
product distributions. This leads us to conclude that the Cut ion is most likely being oxidized to 
Cu" by the 0 2  present inside the reactor. Neither the Cu' nor the Cu2+ catalyst offers a 
significant advantage over the other. The relationship between support particle size and 
reactivity appears to be more complicated than originally expected. This phenomenon is 
currently under investigation. 
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ISOTOPIC TRACING OF PARTICULATE MATTER FROM A COMPRESSION- 
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INTRODUCTION 

Environmental and human health concerns over emissions from internal combustion engines 
continue to bring about increasingly stringent emissions standards and drive research into the use 
of non-conventional, cleaner-buming fuels. For compression-ignition (diesel) engines, 
oxygenated fuels have been shown to dramatically reduce particulate matter (PM) while also 
improving or maintaining acceptable levels of other regulated emissions (NOx, HC and CO) 
11-81. The mechanisms through which oxygenates reduce PM, however, are not fully 
understood. In addition to changes in combustion chemistry, the influence of thermophysical 
properties on fuel injection and fuel-air mixing can play a significant role. 

To gain further insight into the effect of oxygenates on diesel engine PM emissions, Accelerator 
Mass Spectrometry (AMS) was used to investigate the relative contribution to soot (the 
carbonaceous component of PM) from the ethanol and diesel firactions of blended fuels. AMs 
counts electrostatically accelerated nuclei (32.5 MeV for I4C43 in a simple particle detector [9]. 
Molecular isobars are completely disassociated in the charge changing process and any atomic 
isobars are discriminated in the detector. AMS is particularly efficient in detecting long-lived 
isotopes (10 y < tln 2 100 My). The rarity of long-lived radioisotopes yields a much lower 
background than that achievable with stable isotopes. For example, the naturally occurring 
carbon isotopic abundances are: I2C (98.9%), "C (l.l%), and I4C (1.2~10-'~%). The natural 
background of I4C is 10 orders of magnitude lower than the rare stable isotope "C and AMS 
achieves limits of qGtitation for I4C below 1 x mol in individual samples (LOQ < 1 amol 
I4C / mg C). The decrease in background yields much greater sensitivity for I4C AMs over I3C 
MS. Decay counting long lived isotopes is not efficient; counting 0.1% of the decays of a I4C 
sample takes 8.3 years. 

MATERIALS AND METHODS 

In this study, contemporary grain ethanol (109 amol I4C/mg C) served as an isotopic tracer in old 
carbon diesel fuel (0.26 amol 14C/mg C). The ethanol was manufactured by Midwest Grain 
Products, Pekin, E. The diesel was a CARB-certified No. 2 diesel fuel obtained from Golden 
Gate Petroleum, Hayward, CA. Properties of ethanol and the diesel test fuel are shown in Table 
1. Because ethanol is soluble in diesel fuel in only small quantities, either an emulsifier (Span 
85, also known as sorbitan trioleate) or a cosolvent (n-butanol) was used to prepare the ethanol- 
in-diesel blends. An ignition improver, di-tert-butyl peroxide @TBP), was also used to 
compensate for the low cetane number of ethanol. The Span 85 and n-butanol were obtained . 
from Spectrum Quality Products, Inc.; the DTBP was obtained fiom Pfaltz & Bauer. All fuel 
blend components were converted to AMS samples [lo] and I4C content was measured. The 
four different ethanol-in-diesel blends investigated are shown in Table 2. A high-speed, high- 
shear mixer (Greerco Model 1 -LV Homomixer) was used to prepare the emulsified blends. 

The experimental test engine is a 1993 Cummins B5.9 rated at 175 hp (131 kW). Engine 
specifications are listed in Table 3. The engine employs a mechanically-governed in-line fuel 
injection pump capable of injection pressures up to 115 MPa. No modifications were made to 
the test engine to optimize for operation on the test fuels. 
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Table 1. Ethanol and diesel fuel properties. 

Fuel 
Density (kg/L) 
Cetane number 
Sulfur (ppm) 
SFC total aromatics (wt. %) 
SFC PNA's (wt %) 
Nitrogen 
Boiling point ('C) 
Distillation by D86 ('C) 
IBP 
10% 
50% 
90% 
95% 

Ethanol' Dieselb 
0.7923 0.8473 

e5 49.1 
98 

- 16.32 
4.09 

< S P P ~  
78 

173 
237 
299 
336 
347 

EP 

'from literature sources 
'as determined by fuel analysls 

358 

Table 2. Test fuel blends (components listed in percent by volume). 

Model year 
Displacement 
Configuration 

Bore 
Stroke 

Compression ratio 
Horsepower rating 

Torque rating 
Aspiration 

Injection timing (fixed) 

Fuel Blend Diesel Ethanol SPAN 85 n-butanol DTBP 
A 72.0 23.0 4.0 1 .o 

1993 
5.88 liters (359 in? 

G-qlinder inline 
102 mm (4.02 in) 
120 mm (4.72 in) 

1761  
175 hp Q 2500 rpm 

420 R-lb Q 1600 rpm 
turbocharged and a f tem led  

11.5' BTDC 

B 70.0 25.0 4.0 1 .o 
C 83.5 11.5 4.0 1 .o 
D 82.5 12.5 4.0 1 .o 

\ 
Table 3. Cummins B5.9 engine specifications. 

\, 

Prior to beginning any experiments, lab facilities were checked for fixed and aerosol I4C 
contamination with AMS analyzed swipes and fullerene aerosol monitors. During the 
experiments, a steady-state engine speed-load condition of 1600 rpm and 210 ft-lbs (285 N-m) 
was used and measurements were made for PM, NO,, HC and CO emissions, as well as for fuel 
consumption. Gaseous emissions (NO,, HC and CO) were monitored using Horiba Instruments 
emissions analyzers and fuel consumption was measured via a load cell mounted under the fuel 
tank. PM was determined using a minidilution tunnel and gravimetric filter paper 
measurements. The filters (Pallflex Tissuquarz 2500QAT-UP) were conditioned overnight in 
petri dishes and weighed before and after PM loading on a Mettler uM3 microbalance. Filters 
were then sealed in plastic bags prior to preparation as AMs samples. Because of the limited 
quantity of contemporary grain ethanol obtained and time needed to collect sufficient PM mass 
for AMS analysis (- 30 min. of engine operation), only one sample was collected for each test 
fuel. 

289 



In preparation for AMS analysis, the filters with collected PM were baked at 900 "C for 2 h prior 
to use to remove carbon residue and stored in sealed plastic bags after cooling. Filters were cut 
into 2 or 3 pieces and converted to graphite for AMS measurement of isotope ratios [lo]. Isotope 
ratios were measured to within I-8%. Relative uncertainties were governed primarily by 
counting statistics. The samples with very low I4C content had larger uncertainties. AMs 
measures the isotope concentration of unknown samples relative to those of known standards. In 
these experiments we normalized to four identically prepared standards of Australian National 
University Sucrose [I  I]. 

RESULTS AND DISCUSSION 

Brake-specific emissions and fuel consumption results from the baseline diesel fuel and the four 
test fuel blends are shown in Table 4. A graphical representation of PM and NOx emissions is 
shown in Figure 1. As anticipated, the general trend was towards lower PM emissions with 
higher levels of oxygenate (note that the cosolvent n-butanol is itself also an oxygenate), 
although an anomaly exists in that fuel blend C produced a 10% increase in PM. The data also 
indicates that the homogeneous cosolvent blends are more. effective at reducing PM emissions 
compared to the emulsified blends. NOx emissions from the ethanol-in-diesel blends were. 22% 
to 27% lower than that of the baseline diesel and did not show large variation across the different 
blends. Emissions of both HC and CO increased, but remained very low as is typical with diesel 
engine combustion. Fuel consumption was higher with the test fuel blends due to the lower 
energy density of ethanol. 

Table 4. Brake-specific emissions and fuel consumption results (gkW-hr). 

r FUEL Diesel BlendA Blend B Blend C ' Blend D I 

0.084 0.160 0.172 0.203 0.224 
0.312 0.517 0.625 0.358 0.371 

bsfc 230 249 270 256 

0.040 

0.035 

0.030 

6 0.0Z5 

z 0020 3 '  
0.015 

0.010 

0.005 

0.000 

1 '.O 

~- 

__._ . , 

5 0  

- 
4 O C  g - 
3 0 6  

2 

2 0  

1 0  

0 0  
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Figure 1. Brake-specific emissions of PM and NO,. 

Isotope ratios of the fuel components are reported in Table 5. The I4C content of the petroleum 
derived components are low as expected. The emulsifier, Span 85, has a contemporary I4C 
content, indicating it is derived from biological products. 
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Table 5. Carbon-I4 content of fuel components. 

COMPONENT 

Diesel 
Ethanol 

n-butanol 
Span 05 

am01 ' ' ~  / mg c 

DTBP 0.17 

Measured isotope ratios (IR) contain contributions from all the components (and possibly more) 
shown in Eq. 1. 

I\ 

In practice we try to reduce the number of terms of this equation by limiting the number of 
components or rendering some terms negligible through judicious choice of compounds or 
experimental conditions. Through the use of appropriate controls we determined the 
contributions of the various components in Eq. 1. Traditional tracer experiments depend on 
radioactive decay for detection and are usually dominated by a highly labeled tracer with very 
small mass. In our case, the labeled tracer was not radioactive in the traditional sense and 
contributed a significant amount of carbon in the measured isotope ratio. We sought to 
determine the mass of tracer ethanol in the soot and need to consider the products of carbon mass 
and the isotope ratios. The tot$ carbon mass is expressed in Ep. 2. 

The product of the isotope ratio and carbon mass of each sample is the sum of the product of 
each component as described in Eq. 3. 

Epuations 2 and 3 can be solved to determine the mass contributions of each component with 
knowledge of the isotope ratios of the components and a series of controls adding each 
component to the fuel mixture. 

The isotope ratios of the filter samples loaded with PM from the fuel blends and the associated 
controls were elevated due to the absorption of atmospheric C02 and other carbon compounds on 
the soot during equilibration. Atmospheric COz has approximately the same I4C content as 
ethanol, 109 am01 14C / mg C. The quantity of absorbed carbon depends on the surface area of 
the soot and length of time spent equilibrating in the atmosphere. It should scale with the mass 
of soot deposited on the filters when equilibration times are constant. Separate control blanks 
were collected for soot samples from fuel blends A and B and from blends C and D. Assuming 
that all the sorbed carbon was contemporary, the mass of carbon absorbed with the separate sets 
of filters were 2.4% and 4.2% for blends A and B and blends C and D, respectively. These 
values for mass fraction of absorbed atmospheric carbon were propagated in the soot samples 
obtained form the fuel blends and the controls that included emulsifier or cosolvent without the 
ethanol. 

Equations 2 and 3 were used to solve for the hctional mass of carbon in the soot fiom the 
emulsifier and ethanol. The mass fraction of carbon in the soot was not measured so all isotope 
measurements are expressed as fractions of soot carbon rather than absolute numbers. Since the 
I4C content of the cosolvent and ignition improver were essentially the Same as the diesel fuel, 
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their contributions to the carbon soot mass could not be determined in our limited experiment. 
Either n-butanol or DTBP could be traced if desired, but we were not interested in obtaining 
isotope labeled material for this purpose. Our interest was primarily in tracing the ethanol. The 
contributions of the ethanol to the carbon mass in the soot is displayed in Table 6. Since the 
emulsifier is only 4% by volume in blends A and C, its contribution to the carbon mass is not 
large. 

As the data in Table 6 shows, ethanol contributed less to soot than did the diesel in the all of the 
test fuel blends. Results also indicate that the percent of fuel ethanol contributing to soot is 
higher for the emulsified blends A and C compared to the cosolvent blends B and D. Along with 
the brake-specific emissions data, this suggests that the chemical mechanisms that inhibit soot 
formation and/or promote soot oxidation are different depending on the nature in which ethanol 
is blended with the diesel fuel. 

Table 6. Contributions of ethanol to carbon soot mass. Fuel blends A and C used the 
emulsifier Span 85 while Blends B and D used n-butanol as a cosolvent. 

Fuel , Ethanol Ethanol Ethanol 
blend volume % carbon mass % carbon mass X 

(fuel) (fuel) (Soot) 

A 23.0 15 8.6 
8 25.0 16 6.3 
C 11.5 7 4.7 
D 12.5 8 3.8 

0 

CONCLUSIONS 
' I  

Gravimetric filter paper measurements and isotopic tracing of PM reveal that ethanol-indiesel 
blends reduce PM emissions from compression-ignition engines in a m e r  which results in a 
lower ethanol contribution to soot relative to its fraction in the fuel blend. Experimental results 
also indicate that homogeneous blends of ethanol and diesel behave differently than emulsified 
blends and yield lower PM emissions. 

This study also demonstrated the power of using AMS to perform isotope tracing without using 
any specially labeled material. No radioactive material was used in any part of these 
experiments. Therefore, no mixed wastes (radioactive and hazardous) were generated, greatly 
simplifying disposal [ 121. In practice, one could label any fuel additive or component and follow 
its fate in particulate emissions or exhaust gases. The sub-attomole sensitivity of I4C-AMS can 
be used to separate components of exhaust gases (e.g., hydrocarbons, CO, COz) and quantify fuel 
stock contributions. Particulate separators can also be used to look at the fate of fuel components 
in different sized soot emissions. 
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CHARACTENZATION OF CHEMICAL COMPOSITION AND SIZE OF DIESEL 
EXHAUST PARTICULATE MATTER BY LDITOFMS. 

J. Suro*, Q. Chen, I.M. Kennedy. T.A. Cahill and P.B. Kelly 

Key Words: Time of flight mass spectrometry; Diesel soot; Polycyclic aromatic hydrocarbons 

Introduction 

Diesel engines see extensive use due to their high efficiency and suitable torque characteristics. 
In general diesel engines have lower carbon monoxide and hydrocarbon emissions than spark- 
ignition engines. However, they are known to create much larger amounts of particulate matter 
and polycyclic aromatic hydrocarbons (PAHs) and their derivatives. Contributing factors are 
higher temperatures and pressures in the combustion process together with larger initial 
concentrations of aromatics in the diesel fuel 

The presence ofthe aromatic compounds in the air represents a potential hazard to human health. 
Several PAHs and nitro-PAHs have been identified as carcinogenic and potentially carcinogenic 
compounds (Ref I ) .  The extent of human exposure to PAHs and their derivatives depends on the 
partitioning between the gas and particle phases as well as the size distribution ofthe particle 
fraction containing the PAHs. There is a much greater potential carcinogenic effect if the PAHs 
are components of particles that penetrate and deposit into the bronchia and alveoli of the lungs. 
Studies show that a major fraction of particles that are 1 .O pm or less in diameter might deposit 
in the air ways and lungs (Ref 2) .  Moreover, some recent studies have correlated health effects 
with the concentration of atmospheric particles. yet have failed to identify the causative agents 
(Ref 3).  Since the toxicity of particles from different sources varies widely, such studies would 
be much more valuable if the particles from a source were characterized with respect to size and 
composition. 

Traditional methods for the determination of PAHs and nitrated PAHs are based on gas 
chromatographyhnass spectrometry or liquid chromatography with fluorescence techniques for 
detection. Both approaches are time consuming. may require solvent extraction and separation, 
are expensive, and in most cases require multiple runs (Ref 4). In this study performed on diesel 
soot, we demonstrate the applicability of Laser Desorption Ionization Time of Flight Mass 
Spectrometry (LDITOFMS) as a rapid screening method in the analysis of particulate matter 
collected and segregated by particle size using a multiple stage portable impactor. 
LDITOFMS is capable to generate parent ion dominated spectra with low fragmentation from 
samples containing particles in a specific size range, which makes LDITOF/MS an excellent 
technique for the screening for PAHs in complex mixtures without need for solvent extraction 
and separation 

Experimental 

The source of diesel exhaust particulate matter was an experimental direct injection 1 cylinder 
diesel engine aspirated at normal pressure (no turbocharger was used). Samples were collected 
with the engine idling warm at 2,000 rpm. Reformulated California grade diesel fuel (low sulfur 
content) was used for the experiment. 

Diesel soot samples were collected using a three stage portable impactor developed by the Delta 
Group at UC Davis (Ref. 5) .  The impactor was equipped with aluminum foil strips attached to 
rotary drums that, during sampling, rotated at a fixed angular speed exposing the attached 
aluminum strip to an inlet nozzle. The dimensions of the inlet nozzle determined the range of 
size of particles that hit the surface of the strip. As the drum rotates the segment of aluminum 
strip exposed to the inlet changed continuously, resulting in a deposition of sample with a time 
reference. A cyclone pump operating with a flow rate of 22.7 I m i d  allowed for collection of 
particles less than 2.5 pm in aerodynamic diameter. The 50% cut point of such an impactor has 
been validated both in extensive field and laboratoly studies (Ref. 5 and references there in). 

Samples were obtained positioning the impactor at 20 cm from the exhaust of the diesel engine 
A NucleoporeC3 filter at the external inlet prevented coarse matter from entering the impactor. 
This filter permits particles of diameters smaller than 2.5 pm to penetrate into the impactor. 
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Particles with aerodynamic diameter between 2.5 pm to 1.15 pm were collected on the first stage 
ofthe impactor (denoted stage A). The second stage collected particles within the size range 1.1 5 
pm to 0.24 pm (denoted stage B). The third stage accumulated particles of size 0.24 pm to 0.07 
Prn (denoted stage C). Particles not trapped on the aluminum strips were collected on a 0.01 prn 
porous teflon filter at the impactor outlet. 

The laser desorption ionization time of flight mass spectrometer used has been described in 
previous publications (Ref. 6). Ultraviolet radiation of 266 nm produced from the fourth 
harmonic of a Nd:YAG laser with a 2.5 ns pulse width was used to desorb and ionize the sample. 
The W laser beam was focused into the source region through a 250 mm focal length SI-UV 
quartz lens. The beam was directed incident to the sample surface at 45". Neutral density optical 
filters were used to reduce the laser power to IO' W/cm2 at the focal point on the sample surface. 
The beam diameter at the focal point was about 90 pm. A time delay of 250 ns in the application 
ofthe extraction potential at the source allowed time for prompt decay of metastable ions and 
improved overall resolution. 

Particulate matter from each stage and from the inlet and outflow filters of the impactor were 
analyzed using LDITOFMS. Segments ofthe aluminum foil from the impactor were attached to 
the sample probe and loaded into the TOFMS. Each spectrum recorded was the sum of 240 
randomly located laser shots. Blank filters and aluminum foil were checked for contaminants. 
Both positive and negative mass spectra were collected and analyzed. 

Results 

Positive ion mass spectra for five diesel particle size ranges matter are shown in Figure 1 .  
Spectrum in /a) was obtained from the particles trapped at the external inlet filter with diameters 
larger than 2.5 pm; Ih) shows the spectrum resulting from particles with aerodynamic diameter 
between 2.5 pm to I .  15 pm, stage A; IC) from the size range 1.15 pm to 0.24 pm, stage B; I d )  
was obtained from particles in the stage C whose diameters range between 0.24 pm and 0.07 prn. 
At the bottom Ir) display the ion yield obtained from the outlet filter, with particles smaller than 
0.07 pm. 
Low mass peaks (identified as PAHs), are more abundant in large particles, > 2.5 pm diameter, 
than small particles, < 0.07 pm diameter. The general trend of the shift of PAH mass, with high 
mass PAH being associated with the fine particulate is clear in Figures In) through Ir). Only the 
smallest particles, 0.07 pm have significant amounts of PAH with mass greater than 400 amu. In 
contrast, in /a) ion yield of mass above 400 Da decreases rapidly. 

Two series of PAH ions are observed in all the positive ion spectra in Figure 1, The two series 
are most apparent in Figure le). The first series is comprised of d z :  178.202,228, 252, 
276/278,302. 326/328,350/352,374/376.398/400/402, and higher masses. 
The second series has twice the frequency as the first series, with every other peak overlapping 
(with some exceptions) with the first series. The second series is comprised of m/z 190,202.216, 
226, 240. 252, 266,276, 290, 302,326, 326, 342. 350/352, 366, and higher masses. Both series 
have been labeled in Figure Ih). A surprisingly large potassium signal is observed in the smallest 
particles, Figure le) .  

Negative ion spectra of the diesel particulate matter are shown in Figure 2. A s  in the case of the 
spectra of positive ions, each plot corresponds to a different fraction. From 2a) to re), spectra 
were taken from particles larger than 2.5 pm; from 2.5 pm to 1.15 pm, stage A; from 1.15 pm to 
0.24 pm, stage B; ranging from 0.24 pm to 0.07 pm, stage C; and smaller than 0.07 pm. 
In contrast to positive ion spectra, the highest mass negative ions (dz: 369, 414, and 447) are 
associated with the larger particles. 
Inorganic ions, OB, Cl-, NO< and NO; are observed for all five particle size range. 
Very fine particles, < 0.07 pm, show significantly higher HSOL than any of the spectra for larger 
particles. 

Discussion 

In a recent study by Reilly and collaborators (Ref. 7). organic composition of individual particles 
of diesel soot are obtained using an excimer laser for ablation ionization. Using this technique 
they are able to detect known compounds in diesel soot and to establish some differences in 
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Figure 1. Positive ion mass spectra 
for five diesel particle size ranges. 

Figure 2. Negative ion mass spectra 
for five diesel particle size ranges. 

chemical composition according t o  particle size. However their method involves unavoidable 
fragmentation that obscures their results On other study, Hankin and John (Ref 8) examine the 
chemical composition of individual particles of diesel soot SRM 1650. In their experiment using 
LDITOFMS, individual particles fixed to a sample support are subject to microlaser beam that 
desorbs compounds from the particle, and a second beam ionizes the compounds in the plume of 
desorbed material. The Hankin and John TOFMS analysis of SRh4 1650 yielded the mass of 
some certified compounds in their sample as well as some other compounds not certified but 
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known to be present in such standard such as alkylated PAHs. The Hankin and John study 
examined only very large particles (- 20 pm). 

In our study we report the first mass spectra of particles that were sized using an impactor. 
Working with a laser spot of 90 pm of diameter, the signal was derived from many particles at 
the Same time thus obtaining reproducible results that are representative of a particular particle 

size range. In positive ion mode, the most 
intensive peaks in Figure 1 correspond to PAHs 
commonly found in diesel exhaust. The 

Table I 
PAHs commonly found in diesel soot. 

PAH mass spectrum from stage A shows peaks 
phenathrene 178 corresponding to the mass of PAHs listed in 
fluoranthene 
pyrene 202 many other PAHs are present in the samples 
benz[a]anthracene 228 The first series corresponds to PAHs isomers 
chrysene 228 containing only 6 member rings. The second 
benzo[a]pyrene 252 series, with every other peak overlapping with 
benzo[e]pyrene 252 the first series (with a few exceptions), 
benzo[k]fluoranthene 252 corresponds to PAHs containing five member 
perylene 252 rings. 
benzo[ghi]perylene 276 
indene[ 123-cdlpyrene 276 

202 Table 1. Moreover from Figure I. it is clear that 

Spectra in Figure 1 shows identifiable peaks up 
to mass 448; some authors have detected such 

mass in environmental samples and have assigned tentatively benz[a]ovalene as the most 
probable identity of the isomer (Ref 9). Table 11 list a few possible assignments to peaks in the 
second series (Ref IO). 

Soot particles emitted from a diesel engine are usually observed as chain aggregates composed of 
several tens to hundreds of primary spherical particles. Ishiguro and collaborators (Ref. 1 I). have 
found that the structure of such spherical particles consist on an inner core surrounded by an 
outer shell. The inner core of 0.010 pm are composed of nonplanar molecules. The surrounding 

Table II. Few possible mass assignments for 
peaks in the second series (see text). 

Formula Mass Compounds 

Fluoranthene 
Cyclopentaphenanthrene 
Cyclopentaanthracene 
Benzofluorene 
Benzo(ghi)fluoranthene 
Cyclopentapyrene 
Benzofluoranthene 
Cyclopentachrysene 
Benzopyrene 
Benmcyclopentanthracene 
Benzocyclopentanthracene 
Indenophenanthrene 
Dibenzofluorene 
Benzochrysene 
Benzocyclopentapyrene 
Benzocyclopentachrysene 
Dibenzopyrene 
Cyclopentindenophenanthrene 
Benzindenophenanthrene 
lndenoperylene 
Tribenzopyrene 
Diindenopyrene 

366 Dibenzopentacene 

- 
outer shell is compose of micro 
crystallites comprising several 
polycyclic aromatic hydrocarbon 
layers oriented concentrically in a 
soot particle. During shell formation, 
molecules, radicals, or ions 
including two to four carbon atoms 
could contribute the surface 
reactions promoting the polycyclic 
growth of the graphitic crystallites. 
Those observations by lshiguro and 
collaborators support the assignment 
of peaks in Figure 1 as PAHs 
compounds. The extreme high mass 
range of PAHs observed for small 
particles would not be observable by 
traditional GC/MS. 

Diesel soot particles exhibit size 
ranging (Ref. 12) from 4 pm to 0.04 
pm, with a peaking distribution 
about 0.1 pm. Our study reveal that 
there are differences in the chemical 
contents of particles in such range. 
This information may be relevant in 
toxicological studies that assess the 
health hazard imposed by the 
continuous use of diesel engines. 
Toxicological assessments. 
regulation and development of 

cleaner running diesel engines(Ref 13) require development ofanalpica1 methods ;hat can 
examine the exhaust by particle size. Our results may provide a guide for pollutants reduction in 
the emissions of diesel engines based in a better understanding of the process that generate soot 
and pollutants. 
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Conclusions 

The ability to use TOFMS to characterize the chemical composition of diesel soot particles 
captured using an impactor has been demonstrated. The analysis of size segregated particles from 
the impactor was performed without ftrther preparation loading directly a sample collected on 
aluminum foil into the MS chamber. Results indicate a variation of the compound contents 
according to particle size. In general finer particles have high concentration of extremely large 
PAHs, potassium, and sulfate, The larger particles contain lower mass PAHs. 
Our data show the presence of many PAHs in diesel soot that have not been hlly characterize as 
compounds found in diesel soot. Our method detected extremely large PAHs not amenable to 
GCMS analysis. 

Our technique may be usefit for the characterization of emissions of different sources according 
to the size of the particles. Accurate assessment of human health hazards associated with 
particulate matter requires chemical analysis associated with particle size and source. This 
information would be very valuable for addressing the question of which are the most important 
factors on the bioactivity associate with different class of particles. 
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Introduction 

The next generation of high Mach aircraft will utilize jet fuel to serve two main purposes. First 
the fuel will be used as a propellant. The second function of the fuel will be to serve as a heat 
sink for the aircraft's subsystem. As a result the fuel will be exposed to thermally stressing 
temperatures that exceed 450 "C, where pyrolytic degradation can occur. If solid deposits form 
in the fuel as a result of this degradation, plugging of the fuel lines can result. The presently 
used petroleum-derived jet fuel, E'-8, lacks the necessary hydroaromatic compounds that 
increase the thermally stability of the fuel. Fuel containing coal-derived components, however, 
would contain 2-3 ring hydroaromatics that increase the thermal stability of the fuel. However, 
past methods for obtaining coal-derived liquids are not economical. 

There are two main processes for production of coal-derived liquids, coal liquefaction and coal 
pyrolysis [I ,2]. Coal liquefaction produces desired low-boiling aromatic hydrocarbons, which 
are then upgraded. However the process involves high hydrogen pressures, which pose 
economic concerns [I]. At the other end of the spectrum, coal pyrolysis is a process that yields 
coal-derived liquids using mild operating conditions. However, the main products obtained from 
coal pyrolysis are water, carbon oxides and light hydrocarbon gases while the desired coal- 
derived liquids are produced in low quantity [2]. 

In our search for an alternative pathway for producing coal-derived liquids, the desire to 
incorporate a well-established industrial process became our driving force. Since oil refineries 
utilize delayed cokers to convert low-valued feedstocks into useful products such as low boiling 
distillates, it was decided to examine such a process to see if it could be modified to produce 
coal-derived liquids. 

Delayed coking is a commercially used process to obtain quality coke and light hydrocarbon 
fractions from a low value petroleum resid [3]. This process typically operates in the temperature 
range of 450-500 'C [3]. For the purpose of this research we decided to incorporate coal into a 
simulated delayed coking process and termed this novel process co-coking. The intent of this 
novel process was to obtain liquid products that posses coal-derived structures which, when 
hydrotreated, would produce a product with higher thermal stability than petroleum-based fuels. 

The work presented here focuses on the effects of different feed ratios and reaction length effects 
for various co-coking reactions. This work represents a continuation of previous studies of co- 
coking [4,5,6,7]. 

Experimental 

Three coals were originally selected based on their high fluidity, high volatile content and 
relatively low ash values [7]. This paper, however, will focus on an in-depth study of the 
Powellton seam coal, to determine effects of reaction conditions, such as feed ratio and reaction 
length. The trends obtained from this particular coal can then be related to the other two coals 
based on previous research [6,7]. The coal was ground to a -60 mesh and vacuum dried at 1 I O  
"C for 2 hours prior to each experiments to remove excess moisture. Two different petroleum 
resids were employed. The first was a coker feed supplied by BP America. The second was a 
decant oil supplied by Marathon Oil Company. Both resids were used as received. 

These coking reactions were carried out in a constructed vented reactor system. Figure 1 
displays a schematic of reactor system utilized. This system consisted of a modified 
microautoclave reactor (tubing bomb) that was attached to a catchpot system immersed in an 
ice bath. The reactor system was developed to model aspects of delayed coking in the 
laboratory. The bomb portion of the system was intended to model a coking dmm, while the 
catchpot was used to catch volatiles, which were then, re-condense into liquids. Before each 
reaction, the reactants were placed in the bomb portion of the reactor system in various feed 
ratios. The bomb portion, piping and catchpot were then purged with nitrogen to remove any 
air within the reactor system and finally left at ambient pressure. The bomb portion of the 
reactor system was then placed in a fluidized sand bath at a temperature of 465°C. while the 
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Figure 1 : The vented reactor system 
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catchpot portion was placed in an ice bath. This temperature proved from previous work [6,7] 
to produce desirable liquid and solid product yields. Reaction length was varied. 

Once the reaction was complete, the reactor system was left to cool. The liquids that 
accumulated in the catchpot portion of the reactor system were collected and subjected to a 
hexane extraction to obtain the oil products. The products were then removed from the bomb 
portion of the reactor system and subjected to a tetrahydrofuran (THF) Soxhlet extraction and 
finally a hexane extraction to obtain hexane-solubles. The THF-insoluble products were then 
collected and dried to obtain the coke product on a dry weight basis. 

The hexane-soluble fractions from both the catchpot and bomb portion were subject to semi- 
quantitative analysis using a Shimadzu GC 17A GC-MS, to identify the composition of oils 
produced, and a HP 5890 I1 instrument with an FID high temperature simulation distillation 
GC, to obtain the various boiling cut points. Ultimate analysis and proximate analysis was 
performed on the coke products using a LECO 600 CHN analyzer and a LECO MAC 400 
respectively. Optical microscopy was also performed on the coke products to determine if any 
interactions were occurring between the coal and petroleum resids. 

Results and Discussion 

Table 1 shows the overall distribution of the liquid and solid products obtained from co-coking 
reactions at 465°C for various feed ratios and reaction lengths. We know from previous 
research that the product distribution from these vented co-coking reactions is unaffected by 
temperature effects [7]. During the co-coking reactions, partial vaporization and mild thermal 
cracking, occurs causing both gas and light boiling distillates to flash distillate into the cooled 
catchpot [8]. The remaining heavy liquids in the bomb portion of the reactor are further 
subjected to cracking and polymerization reactions, which produce more gas. These gases are 
also re-condensed in the catchpot [8] .  Along with the gases, a solid coke product is formed as a 
result of cracking reactions. This effect was evident when we examine the product distribution 
effect versus reaction duration. As the reaction length was increased for a particular feed ratio, 
the overall liquid yield decreased, while the solid product yield increased. The decrease in 
overall liquid product yield was mainly a result of the drastic decrease in the THF soluble 
liquid products as reaction time increased. This occurred because the liquids were exposed to 
further cracking reactions. The catchpot liquids, however, were unaffected by reaction length, 
since most of the liquids were flashed off very early in the reaction. 

Table 1 also shows the feed ratio effect on the product distribution of co-coking reactions at 
465°C. AS the amount of petroleum resid was increased in these co-coking reactions for a 
particular reaction length, the overall liquid products increased, while the overall solid products 
decreased. Generally the increase in overall liquid product results from an increase in liquid 
products collected in the catchpot portion of the reactor system. This concurs with logic, since 
an increase in the amount of paraffinic liquid results in an increase in volatiles, which are easily 
re-condensed. This present reactor system was not designed to accommodate for adequate gas 
collection. However, the amount of gas most likely produced from these co-coking reactions, 
according to mass balances, would be negligible. 

The addition of coal from previous studies [6,7] has been shown to decrease the overall liquid 
product yield when compared to a heat-treated petroleum resid alone. The coal seems to 
contain highly reactive components that initiate radical reactions that result in retrogressive 
polymerization reactions. 
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Overall these liquid and solid yields are comparable to an industrial delayed coking process 
product distribution of 70% liquids, 10% gas, and 20% coke [3,8]. The product distribution 
resub  verify that simplified delayed coking was being simulated by the vented reactor system. 

However, our primary goal of this research was to produce low-boiling distillates that can be 
hydrotreated to produce a thermally stable coal-derived jet fuel. To determine the extent of 
suitability of the liquid products produced from these co-coking reactions for jet fuel, high 
temperature simulation distillation GC was performed on the hexane-soluble fractions. For this 
research, the desired boiling range for the hexane-soluble fraction was 180-330°C. This boiling 
distribution was defined as the jet fuel range. Figure 2 shows the effect of feed ratio on the 
liquid yield that fell within the jet fuel boiling range for various co-coking reactions at 465 "C 
for two hours. The general trend observed was that as more coal was added to these co-coking 
reactions, the greater the liquid yield, from the catchpot, that distills in the jet fuel boiling 
range. However, process conditions limit the amount of coal that can be added to a delayed 
coker. Although the jet fuel boiling yield from the 1: 1 ratio of Powellton coal and decant oil in 
Figure 2 demonstrates a desirable yield of distillates, the ability to process this feed mixture 
through connective piping in an industrial delayed coker becomes a concern. 

Another general trend observed from Figure 2 was that the addition of coal decreases the 
overdl yield of products that distill in the jet fuel boiling range when compared to reaction with 
heat-treated resid only. The exception that occurred here was with the coker feed. The 
addition of coal to the coker feed seemed to enhance the yield of jet fuel distillates. This most 
likely occurred because both the coal and coker feed were acting as hydrogen donors toward 
the more aromatic components produced in these reactions. This enhancement of the jet fuel 
boiling distribution yield did not occur when the Powellton coal and decant oil are co-coked, 
since the decant oil does not appear to act as a hydrogen donor. This explanation was supported 
by the results obtained when a mixture of the two resids was coked in the presence of the coal. 
We saw an increase in the yield for the 180-330 "C boiling range when the coker feed was 
incorporated into the co-coking reactions with decant oil and Powellton coal. The results seem 
to show that both Powellton coal and the coker feed act as hydrogen donors during these coking 
reactions, while the decant oil acts as an initiator of radical reactions. 

Figure 3 shows the effect of reaction length and feed ratio on the liquid yield from the catchpot 
that fell within the jet fuel boiling distribution. The general trend observed was that, as reaction 
length increased, an increase in the jet boiling distribution range occurred. However, an 
important note was that although the percent yield in the jet fuel range increased as reaction 
length increased, the overall liquid product being produced decreased. This was mostly likely 
due to secondary cracking reactions of the heavy liquid, producing more volatiles. Another 
trend observed involved jet fuel yields from co-coking reactions involving the coker feed, 
decant oil and the Powellton coal. These yields fell exactly in between the Powelltodcoker 
results and the Powelltoddecant results for corresponding reaction lengths and feed ratios. 

Ultimate analysis was preformed on the hexane-soluble fractions produced from co-coking 
reactions at 465°C to determine the quality of products being produced. Table 2 shows the H/C 
ratio for the hexane-soluble products. The results showed the liquid WC ratio obtained from 
reactions with a 1:2 feed ratio (coahesid) in the catchpot were unaffected by reaction length. 
These results further indicated the liquids obtained in the catchpot had undergone flash 
pyrolysis. Table 2 also shows that as the feed ratio was increased to 1:4 (coa1:resid) there was 
no real significant effect in the catchpot H/C ratio. While the liquid WC ratios from the bomb 
portion showed a decrease in the HIC ratio as reaction length was increased. This occurred 
because of further liquid decomposition in the bomb portion of the reactor during longer co- 
coking reactions. When the feed ratio was increased to 1:4 (coahs id)  a higher bomb WC 
ratio occurred as a result of the increased concentration of paraffinic compounds. 

Ultimate analysis and optical microscopy were performed on the THF-insoluble products to 
give an indication of the quality of the coke being produced. Figure 4 illustrates that as 
reaction length was increased, the WC ratio of the coke product decreased, indicating a more 
carbon-rich product. This trend was a result of cracking and polymerization reactions that 
occur in the co-coking reactions. The effect of feed ratio was negligible on the solid WC ratio. 

Optical microscopy indicated enhancement of coal particles when Powellton coal and decant 
oil was co-coked. However, when the coke products from the coker feed and Powellton coal 
were examined, no interactions were observed. Varying the feed ratio had no effect on this 
reaction matrix. Results from co-coking of the three reactants showed that the influence of the 
decant oil on the coal particles diminished as compared to the coal and decant oil interaction. 
The influence of the decant oil in this tri-coking proved to be quite variable throughout the 
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sample. As a result some coal particles were fully enhanced, and some remained unaffected, 
but most coal particles fell somewhere in between the two extremes. 

Conclusions 

From work to date we can adequately conclude that we are upgrading these heavy petroleum 
resids by producing a coke product that is more carbon and liquids with increased H/C ratios. 
It was found that by increasing the feed ratio to favor the addition of a petroleum resid, the 
overall liquid product yield increased, but a decrease in the jet fuel boiling distribution yield 
was observed. While little effect was observed on the H/C ratio of the liquids obtained when 
the feed ratio was increased, an increase in reaction length resulted in a decrease of the overall 
liquid products and an increase in the jet fuel boiling distribution yield. In conclusion this 
process seems to be simulating the delayed coking process on a laboratory scale. 
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Coker 
Decant 
Decant 
Decant 
DecanVCoker 

Table 1: Feed ratio and reaction length effects on product yields from co-coking reactions with 
Powellton coal and the two petroleum resids at 465 "C 

4 hours 48.71 38.87 55.78 30.20 
30 minutes 73.09 28.57 78.23 13.78 

2 hours 55.47 37.67 56.88 34.03 
4 hours 39.68 43.12 49.24 49.24 

30 minutes 53.86 30.50 
DecanVCoker 
DecanVCoker 

2 hours 44.64 39.88 60.59 26.50 
4 hours 52.97 40.49 62.01 26.53 

' Data missing 
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Figure 2: Feed ratio effects on the jet.fuel boiling distribution (180-330°C) for the hexane- 
soluble fractions from co-coking reactions at 465°C for two hours 
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Figure 3: Reaction Length effects and feed ratio effects on the jet fuel boiling distribution of the 
catchpot hexane-soluble fraction from co-coking experiments at 465 'C. 
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Figure 4: Reaction length and feed ratio effects on the solid coke products formed from co- 
coking reactions at 465 "C with Powellton coal and the two petroleum resids 
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ABSTRACT 
The thermal stability of coal- and petroleum-derived jet fuels and the associated model 
compounds decahydronaphthalene and n-tetradecane, as they go through the autoxidative and 
pyrolytic regime both under batch and flow conditions, was studied. Under batch reactor 
conditions, the decahydronaphthalene showed excellent thermal stability up to 500°C. whereas 
the n-tetradecane started its cracking process at around 450°C. Flow reactor studies mirrored the 
thermal decomposition of the model compounds, although the cracking appeared at higher bulk 
fuel temperatures. The thermal behavior of the experimental jet fuels also confirmed that the 
paraffinic proportion of the fuels is the main reason for thermal fuel degradation. 

INTRODUCTION 
Cycloalkane-rich liquids, such as those derived from coal, have great potential as precursors for 
advanced jet fuels that meet the more stringent thermal stability requirements for the future high- 
Mach jet aircraft [ I]. Currently, commercial planes are utilizing conventional paraffinic based 
jet fuels that may be exposed to temperatures up to 300°C [2]. However, as the flight speed will 
be increased to high Mach numbers, the fuel is expected to experience temperatures as high as 
482°C (900°F) or above, since the jet fuel also functions as the main coolant for the different 
electronic and mechanical parts of the aircraft. Even though the residence time at such elevated 
temperatures is expected to be fairly short (matter of minutes or less), the jet fuels presently used 
have been shown to form solid deposit that can lead to catastrophic malfunction of the jet 
aircraft. The current jet fuels are petroleum-derived and consequently rich in linear alkanes, 
which are highly susceptible to pyrolytic cracking, resulting in coking [3]. The thermal stability 
of a jet fuel in the pyrolytic regime can be greatly enhanced by utilizing liquids rich in cyclo- 
alkanes [4]. This is the case for hydrotreated coal-derived liquids, where the aromatic structures 
have been transformed over to their corresponding cyclo-alkanes [5]. An additional problem 
with jet fuels is the presence of dissolved oxygen from air, which reacts with the fuel during the 
autoxidative regime ( 150-250°C) before the fuel and its oxygenated reaction products enter the 
pyrolytic regime (400-500°C) 161. Accordingly, the present study compares the thermal stability 
of coal- and petroleum-derived jet fuels and associated model compounds, as they go through the 
autoxidative and pyrolytic regime, both under batch and flow conditions. Differences in 
chemical reactivity between linear- and cyclo-alkane model compounds are related to the 
superior thermal stability of the coal-derived jet-fuels. , 

I 

I 

I 

I 

, 

I 

EXPERIMENTAL 
The samples investigated were the two model compounds tetradecane (TD, Aldrich 99%) and 
decahydronaphthalene (DHN, Aldrich 98%, a mixture of cis- and trans-decahydronaphthalene), a 
hydro-treated light cycle oil (DA/HT LCO) and a coal-derived jet fuel named JPIC. 
For the batch study, a volume of 5 ml was charged into a microautoclave with a total volume of 
25 ml [7]. The system wa.  pressurized with 100 psi of air and heated in a fluidized sandbath. 
The heating-rate used was approximately 5°C min-' from room temperature and the 
microautoclaves were removed upon reaching 250, 350, 450 and 500°C. After reaction, the 
microautoclaves were rinsed of sand and quenched. When the microautoclaves were cooled to 
ambient temperature, the gas phase and liquid fraction were removed for analysis. The tube and 
the stem of the microautoclave were washed in pentane until a clear color was obtained and then 
dried. The amount of solid deposition was determined from the increase in weight of the tube 
and stem. 
The GC-MS analysis of the liquid products was performed on a Shimadzu GC-174 coupled with 
a Shimadzu QP-5000 MS detector. The column used was a Restek XTI5 column with a coating 
phase of 5% diphenyl 195% dimehyl polysiloxane and it was heated from 40 to 290°C with a 
heating rate of 6°C mid.  
The flow reactor is  outlined in Figure 1. The fuel tank was degassed with high-purity N, 
(99.9%) to ensure the absence of oxygen for the pyrolytic study. In addition, the jet fuel was 
purged with air to compare our autoxidative studies in batch reactors with those of the flow 
reactor. An HPLC pump was used to pressurize the jet fuel up to 700 psi with a flow rate of 6 
mllmin. Within the furnace, a 0.040' (1.02 mm) ID silcosteel tubing was used. This ensured a 
liquid hourly space velocity (LHSV) of 450. The temperature profile was established by welding 
thermocouples to the tubing in addition to inserting thermocouples within the tubing and at the 
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exit of the furnace (the last thermocouple is indicated in Figure 1, where also a silcosteel union 
tee was used to minimize catalytic jet fuel degradation). The temperature profile is shown in 
Figure 2 and is somewhat different to that reported in the literature for other flow reactor systems 
@I.  The GUMS traces are reported according to the exit temperature of the actual fuel. 
Imediately after exiting the furnace, the jet fuel is cooled by refrigerated ethylene glycol. The 
tubing used is also silcosteel to avoid secondary reactions during cooling of the stressed jet fuel. 
The cooled jet fuel is then filtered to accumulate. any solids formed using a 0.8 pm filter. 
Funher, a back pressure valve is used to control the furnace pressure. The cooled jet fuel is then 
a h w e d  to enter a storage vessel, where the liquid .products are separated from the gaseous 
products. 

RESULTS AND DISCUSSION 
Batch reactor studies The content of the liquid remaining for n-tetradecane (TD), 
decahydronaphthalene (DHN) and the coal-derived jet fuel JPIC stressed under the influence of 
air in the temperature range 250 to 500°C is compared in Figure 3. At low temperatures (250 - 
350°C), the formation of gas and solid products is very small. However, as the temperature is 
increased to 450°C and indeed for the one stressed at 500°C. the content of liquid remaining is 
reduced. Especially the linear alkane, TD, has a drastic lowering of the liquid phase, reaching a 
level below 80%. The coal-derived jet-fuel, JPIC, shows an improved thermal stability 
compared to TD, where above 90% of the liquid remains, while the cycloalkane, DHN, shows 
the highest ability to resist thermal cracking. The reduction in the liquid produces gas and solids, 
and although not shown here the linear alkane forms about 0.2 wt% solid residue already at 
250°C. The solid deposition is not significantly increased at 350°C. but rises sharply when 
stressed further to 500OC, following a similar trend to the solid deposition found using flow- 
reactor studies [8, 91. The vast difference in liquid yields between liquids rich in linear alkane 
and those mainly containing cyclo-alkane (including the JP8C and LCO HTDA)  as showed in 
Figure 2, can be explained further by studying the ability of the different hydrocarbons to resist 
thermal cracking. Figure 4 shows the variation in the remaining concentration of TD and DHN 
in the liquid products with temperature, taking into account the formation of gas and solids. In 
the autoxidative zone the reduction in the concentration of the two compounds is small. 
However, as the temperature reaches the pyrolytic regime, a great difference in thermal stability 
of the two compounds is shown. At 5 0 0 T  only around 35% TD is remaining, while 85% of the 
DHN has not reacted. 

The above differences in thermal stability can be related to the differences in the oxidation 
chemistry in the autoxidative zone and the thermal stability of the oxygenated compounds from 
linear- and cyclo-alkanes to remain in the liquid. Figure 5 shows the GCMS trace of the 
reaction products from stressing of TD in air up to 250°C. A range of linear alkane products is 
present as the tallest peaks in the different peak clusters. A row of compounds with oxygen 
functional groups is associated with each linear alkane, such as acids, aldehydes and ketones. 
The compounds present at 250OC do not alter when stressed up to 350"C, but a drastic change in 
the product distribution appears as the temperature is increased to 450°C. At this temperature the 
concentration of n-alkanes are greatly increased and also 1-alkenes are produced as a result of 
thermal cracking [lo]. Although, some oxygenated compounds still remain in solution, the 
reactivity of these species clearly adds to the thermal degradation of the linear alkane, TD. The 
cyclo-alkane, DHN, also experiences some oxidation in the autoxidative zone, as shown in 
Figure 6 .  The mixture of trans- and cis-decahydronaphthalene used here (retention time of 14 
and 15 minutes, respectively), gave oxygenated products which appear in a narrow retention time 
range of 18 to 21 minutes. Particularly ketones and alcohols dominate, where compounds such 
as 2-butyl cyclohexanone and decahydronaphthol are abundant. The presence of alcohols in the 
products from DHN indicates that oxygenated cyclo-alkane compounds are more stable than 
their linear equivalents. As the temperature is increased to 450°C only small changes in the 
product distribution occur, which again confirm the higher stability of cyclo-alkanes derived 
compounds, where oxygen is captured. By further increasing the stressing up to 500°C, non- 
oxygenated single ring compounds, such as 1-methyl cyclohexene, appear at lower retention 
times, but still the oxygenated compounds are present. The development of the hydrogen-donor 
tetrahydronaphthalene may also further enhance the thermal stability of the liquid. 

The changes in the product distribution from the coal derived jet fuel, JPBC, stressed under air at 
250 and 500°C are shown by the GCMS traces in Figure 7. At 250"C, JP8C is rich in one and 
two ring cyclo-alkanes, and at longer retention times a series of long-chain linear alkanes in the 
range of C12 to C18 is present. When stressed up to 500°C. only small changes in the cyclo- 
alkane distribution occur, while the concentration of the linear alkanes has decreased drastically. 
Based on the study of stressing TD in both the autoxidative zone and further in the pyrolytic 
regime, the reduction in the linear alkane concentration can be due to the following two reasons. 
Firstly, the tendency of linear alkanes to react with oxygen and form less stable compounds, and 
secondly, the lower thermal stability of the linear alkanes themselves in comparison to cyclo- 
alkanes. 
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Flow reactor studies The findings from the batch reactor studies were further correlated 
wiih stressing of model compounds under flow conditions both in the absence and presence of 
oxygen. Silcosteel tubing was used in this work to minimize any metal surface-catalyzed fuel 
decomposition. Figure 8 shows the concentration of DHN remaining as a function of the exit 
temperature of the liquid. With a LHSV of 450, DHN presents a similar behavior when stressed 
under both N, and air, where the thermal cracking of the liquid takes place at temperatures above 
620°C. Indeed, nearly identical evaluation of the DHN both under N, and air supports the 
findings from the batch reactor studies that the air uptake by DHN is reduced in comparison to 
linear alkanes such as TD. Flow reactor studies using TD were also carried out. However, the 
TD generated extensive coke formation resulting in blockage of the 1/16" tubing through the 
furnace. This was observed under both N, and air, where the dotted vertical line in Figure 8 
shows the temperature at which the TD under oxidative conditions started coking, while the solid 
line indicates the same temperature for TD under inert atmosphere. The fact that TD actually 
cokes at temperatures where DHN is essential unconverted again supports the previous findings 
from the batch reactor studies. The difference in the thermal stability of cyclo-alkanes and linear 
alkanes is also illustrated in Figure 9, showing the G C M S  traces of the LCO derived jet fuel, 
DARlT LCO, stressed alone with fuel outlet temperatures of 520 and 620°C. With a LHSV of 
450 very little jet fuel degradation takes place when the maximum fuel outlet temperature was 
520°C, and the G C M S  trace is virtually identical to those reported on the initial D N H T  LCO 
fuel [3,5]. Increasing the temperature to 570 and 590°C (not shown here) there is some pyrolytic 
cracking of the jet fuel, but it is not before 620°C that the appearance of aromatic compounds 
starts becoming significant. This scenario is somewhat different to that of the batch reactor 
studies, where similar changes were observed at a lower temperature for the coal derived jet fuel 
JP8C (Figure 7). On the other hand, during the batch reactor studies the jet fuel had residence 
times substantial longer than that of the present flow reactor experiments. However, again there 
are only slight changes in the cyclo-alkane compounds, and as expected the thermal exposure at 
620°C has cracked virtually all the long chain alkanes into lighter compounds and aromatic 
compounds, opening the possibility for detrimental solid deposition. 

CONCLUSIONS 
The changes in product distribution for a linear alkane, n-tetradecane (TD), and a bicyclic 
alkane, decahydronaphthalene (DHN) were related to a cyc~oa~kdne-rich coal-derived jet fuel, 
JP8C. in batch reactors and a light cycle oil-derived jet fuel, D N H T  LCO, under flow 
conditions. Under batch conditions, the linear TD showed less thermal stability than that of 
J P K ,  and particularly lower than that of DHN when stressed under air. This was associated 
with the formation of a range of oxygenated compounds from TD such as acids, aldehydes and 
ketones, which showed lower thermal stability than those oxygenated compounds derived from 
DHN. The flow reactor studies confirmed the findings under batch conditions, but the 
temperatures at which cracking occurs were shifted to considerably higher temperatures. 
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Figure 2. Temperature profile of the flow 
reactor system, showing correlation between 
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Figure 3. Comparison of liquid remaining 
for TD, DHN and the coal-derived jet fuel 
JP8C stressed in batch reactor under the 
influence of air in the temperature range 250 
to 500°C. 

Figure 4. Variation in the remaining 
concentration of tetradecane and decahydro- 
naphthalene with temperature stressed under 
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Figure 5. GC/MS trace of the reaction Figure 6. G U M S  trace of the reaction 
products from stressing TD in batch reactor products from stressing DHN in batch reactor 
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Figure 7. GCMS traces of the coal derived jet fuel, JPSC, stressed under 100 psi air in batch 
reactors from room temperature to 250°C (bottom) and 500°C (top). 
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Figure 9. GCMS traces of the DARIT LCO jet fuel under flow conditions at fuel outlet 
temperatures of 520 and 620'C. 
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